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Summary: Data Centers in Virginia 

WHAT WE FOUND 
Data centers provide positive economic benefits to Virginia’s 
economy, mostly during their initial construction 
Data centers provide positive benefits to Virginia’s econ-
omy mostly because of  the industry’s substantial capital in-
vestment. The primary benefit comes from the initial con-
struction of  data centers. Most construction spending 
likely remains in the state economy because much of  it 
goes to Virginia-based businesses providing construction 
materials and services.  

Data centers employ fewer employees than some other in-
dustries, but data center jobs tend to be high paying. Sev-
eral data center representatives indicated that a typical 
250,000-square-foot data center may have approximately 
50 full-time workers, about half  of  which are contract 
workers. Data center construction supports a substantially 
larger number of  workers. Construction of  an individual 
data center building usually takes about 12 to 18 months, 
and data center representatives indicated that, at the height 
of  construction, approximately 1,500 workers are on site 
from various construction-related industries. 

Overall, the data center industry is estimated to contribute 
74,000 jobs, $5.5 billion in labor income, and $9.1 billion 
in GDP to Virginia’s economy annually. Most of  these eco-
nomic benefits derive from the construction phase rather than data centers’ ongoing 
operations. The economic benefits from the industry are concentrated in Northern 
Virginia, where most data centers are located, but other regions of  the state also ben-
efit because data centers are also located there, or they are home to businesses that 
provide materials for data center construction. 

Data centers can generate substantial local tax revenues for localities 
that have them 
Localities with data centers can collect substantial tax revenues from the industry, pri-
marily from business personal property and real property (real estate) taxes. The 
amount of  local data center revenue depends on several factors, such as the size of  a 
locality’s data center market and local tax rates. Some localities have greatly reduced 
their business personal property tax rates for computer equipment to try to attract data 
centers, but this also reduces the revenue they can collect from the industry. For the 

WHY WE DID THIS STUDY  
In 2023, the Joint Legislative Audit and Review Commis-
sion directed staff to review the impacts of the data cen-
ter industry in Virginia. 

ABOUT DATA CENTERS 
Data centers are specialized facilities that manage, pro-
cess, and share large amounts of data. They enable the 
digital services that people rely on daily, including web-
sites, electronic applications, and cloud-based platforms, 
such as email and media streaming. Northern Virginia is 
the largest data center market in the world, constituting 
13 percent of all reported data center operational capac-
ity globally and 25 percent of capacity in the Americas. 
Multiple factors have contributed to Northern Virginia’s 
market prominence, including a strong fiber network, 
supply of reliable cheap energy, available land, proximity 
to major national customers, and the creation of a state 
data center tax incentive. The data center industry is 
growing rapidly in Virginia, both in established markets 
and newer ones. Significant new market growth is ex-
pected in counties outside of Northern Virginia and 
along the I-95 corridor to Central Virginia.  
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five localities with relatively mature data center markets, data center revenue ranged 
from less than 1 percent to 31 percent of  total local revenue.   

Localities in economically distressed areas of  the state could benefit from data centers 
through increased local tax revenue, but these localities could have difficulty attracting 
the industry. Access to power and large, flat areas of  land are key requirements for 
data centers, but are not available in some distressed areas, particularly in Southwest 
Virginia. Many distressed localities are also in rural areas that are away from data center 
customers and population centers, which makes it harder for them to attract the in-
dustry. However, these localities may be able to compete for data centers running cer-
tain artificial intelligence (AI) workloads, such as training. These localities could po-
tentially become more attractive to the industry if  they are able to proactively develop 
industrial sites suitable to data centers. 

Data center industry is forecast to drive immense increase in energy 
demand 
Modern data centers consume substantially more energy than other types of  commer-
cial or industrial operations. Consequently, the data center industry boom in Virginia 
has substantially driven up energy demand in the state, and demand is forecast to con-
tinue growing for the foreseeable future. The state’s energy demand was essentially flat 
from 2006 to 2020 because, even though population increased, it was offset by energy 
efficiency improvements. However, an independent forecast commissioned by JLARC 
shows that unconstrained demand for power in Virginia would double within the next 
10 years, with the data center industry being the main driver. JLARC’s independent 
forecast largely matches the most recent forecast by PJM, which is the regional organ-
ization that coordinates generation and transmission operations for Virginia and sev-
eral other eastern and midwestern states. 
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Data center demand would drive immense increase in energy needs in Virginia, 
based on JLARC’s independent forecast and other forecasts 

 
SOURCE: JLARC staff consultant analysis. 
NOTE: A detailed note is provided for this figure in Chapter 3. 

Building enough infrastructure for unconstrained data center demand 
will be very difficult and meeting half that demand is still difficult 
An independent model of  the energy grid commissioned by JLARC staff  found that 
a substantial amount of  new power generation and transmission infrastructure will be 
needed in Virginia to meet unconstrained energy demand or even half  of  uncon-
strained demand. Building enough infrastructure to meet unconstrained energy de-
mand will be very difficult to achieve, with or without meeting the Virginia Clean 
Economy Act (VCEA) requirements (Scenario 1, figure). New solar facilities, wind 
generation, natural gas plants, and increased transmission capacity would all be re-
quired to meet unconstrained demand, and the number of  projects needed would be 
very difficult to achieve. For example, new solar facilities would have to be added at 
twice the annual rate they were added in 2024, and the amount of  new wind generation 
needed would exceed the potential capabilities of  all offshore wind sites that have so 
far been secured for future development. Large natural gas plants would also need to 
be added at an equal or faster rate than the busiest build period for these facilities 
(2012 to 2018), depending on VCEA compliance. 
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Estimated generation mix needed to meet demand scenarios, with and without 
meeting VCEA requirements 

 
SOURCE: E3 grid modeling analysis. 
NOTE: A detailed note is provided for this figure in Chapter 3. 
a Carbon includes natural gas, coal, and oil. Biomass facilities are counted as renewable resources, per the VCEA. 
However, starting in 2045, E3’s grid model assumes natural gas plants would be converted to hydrogen fuel in each 
scenario when VCEA requirements are met.  

Building enough infrastructure to meet half  of  unconstrained energy demand would 
also be difficult (Scenario 2 above). If  VCEA requirements were not considered, the 
biggest challenge would be building new natural gas plants. New gas would need to be 
added at the rate of  about one large 1,500 MW plant every two years for 15 consecutive 
years, equal to the busiest period of  the last decade (2012 to 2018). If  it is assumed 
that VCEA requirements would be met, the biggest challenges would be building 
enough wind, battery storage, and natural gas peaker plants. Wind generation needs 
would be the same as the unconstrained demand scenario. The amount of  new battery 
storage would be several times the small amount currently in place in Virginia and a 
significant number of  new natural gas peaker plants would have to be constructed. 
Both Scenarios 1 and 2 would rely on energy from as yet unproven nuclear technolo-
gies. 
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The state could encourage or require data centers to take actions to help address their 
energy impacts by promoting development of  renewable energy generation, partici-
pating in demand response programs, and managing energy efficiency. However, these 
actions would have only a marginal impact on decreasing data center energy demand.  

Existing electric utility requirements and processes help limit risks 
associated with system capacity and reliability  
Data centers’ projected energy demand increases have raised concerns about whether 
enough infrastructure can be built to keep pace. Currently, PJM attempts to protect 
regional grid reliability by requiring utilities to secure sufficient generation capacity 
plus a reserve margin, and the state requires utilities to develop plans that describe how 
generation capacity needs will be met. However, individual electric utility planning does 
not guarantee that the generation resources needed for the whole PJM region will be 
built because regional generation is not centrally planned. This is less of  a concern 
with transmission because PJM and utility transmission owners centrally identify the 
impact large loads are expected to have, and how those loads can be brought on safely 
without causing transmission reliability problems.  

If  utilities are unable to build enough new infrastructure to keep pace with demand, 
one of  the main ways they can protect grid reliability is by delaying the addition of  
new large load customers until there is adequate generation and transmission capacity. 
Utilities appear to be able to delay large load additions for transmission-related con-
cerns, but it is less clear if  they are allowed to delay adding new load because of  gen-
eration concerns.  

Data centers are currently paying their full cost of service, but 
growing energy demand is likely to increase other customers’ costs 
JLARC staff  commissioned an independent study of  electric utility cost recoveries 
under current rate structures to see if  the data center industry is paying its share of  
current costs. The study found that current rates appropriately allocate costs to the 
customers responsible for incurring them, including data center customers. 

However, data centers’ increased energy demand will likely increase system costs for 
all customers, including non-data center customers, for several reasons. A large amount 
of  new generation and transmission will need to be built that would not otherwise be 
built, creating fixed costs that utilities will need to recover. It will be difficult to supply 
enough energy to keep pace with growing data center demand, so energy prices are 
likely to increase for all customers. Finally, if  utilities are more reliant on importing 
power, they may not always be able to secure lower-cost power and will be more sus-
ceptible to spikes in energy market prices. A typical residential customer of  Dominion 
Energy could experience generation- and transmission-related costs increasing by an 
estimated $14 to $37 monthly in constant (or real) dollars by 2040 (independent of  
inflation). Establishing a separate data center customer class, changing cost allocations, 
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and adjusting utility rates more frequently could help insulate non-data center custom-
ers from statewide cost increases. 

Data centers create additional financial risks to electric utilities and 
their customers 
The data center industry presents additional financial risks to electric utilities and their 
customers because of  the sheer size of  the industry’s energy demand. One risk is that 
utilities will build more generation and transmission infrastructure than is needed if  
forecast demand does not materialize, or several large data centers close. This could 
strand utilities with infrastructure costs that would have to be recouped from their 
existing customer base. Another risk is particular to electric co-ops, which are not-for-
profit companies that are owned by their member customers. If  a data center customer 
delayed, disputed, or failed to pay an energy generation bill and the co-op was unable 
to recoup these costs from the customer, they would ultimately have to be paid by all 
other co-op members. A large enough bill could potentially result in a co-op defaulting 
and going bankrupt.  

Another risk relates to data center participation in the state’s retail choice program, 
which allows data centers and other large load customers to purchase generation 
through third parties rather than through their incumbent electric utility. This also has 
the potential to shift generation costs to other customers if  enough data centers 
“leave” their incumbent utility for retail choice.  

Data center backup generators emit pollutants, but their use is 
minimal, and existing regulations largely curb adverse impacts  
To ensure constant operations in the event of  a power outage, nearly all data centers 
maintain diesel generators on-site for backup power. Diesel generators emit several 
harmful air pollutants, such as nitrogen oxides, carbon monoxide, and particulate mat-
ter. To limit potential emissions from backup generators, the Virginia Department of  
Environmental Quality (DEQ) permits limit when they can be run, how long they can 
be run, and the maximum annual emissions each permitted site is allowed. Nearly all 
current data centers use “Tier 2” diesel generators, which DEQ allows to run only in 
emergencies or as part of  routine maintenance testing. 

Data center generators are run mostly only for maintenance, and most data center 
operators interviewed by JLARC staff  reported experiencing zero to two minor out-
ages per site in the last two years, with nearly all outages lasting only a few hours. 
Consequently, data centers’ diesel generators are a relatively small contributor to re-
gional air pollution—in Northern Virginia, they make up less than 4 percent of  re-
gional emissions of  nitrogen oxides and 0.1 percent or less of  carbon monoxide and 
particulate matter emissions. While they make up only a small part of  regional emis-
sions, DEQ is conducting further study to ensure no harmful impacts occur locally. If  
the study detects any local air quality impacts, DEQ has the authority to increase pro-
tections as needed.   
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Data center water use is currently sustainable, but use is growing and 
could be better managed 
Data centers require industrial-scale cooling, which is sometimes dependent on water, 
to manage the heat generated by their computing equipment. Most data centers use 
about the same amount of  water or less as an average large office building, although a 
few require substantially more, and some require less than a typical household. The 
amount of  water a data center uses depends on its size, computing density, and type 
of  cooling system.  

Most data centers receive their water from local water utilities, which make withdrawals 
from Virginia’s water sources (rivers, groundwater). DEQ regulates water withdrawals, 
including requiring permits for large-scale withdrawals, to protect future water availa-
bility and environmental sustainability. However, while DEQ is responsible for ensur-
ing water sustainability, there is less oversight over how available water should be 
shared across various uses in a locality. Virginia as a whole is relatively water rich, but 
water is more limited for some localities that do not have access to large amounts of  
surface water and are in groundwater management areas.  

Localities have allowed data centers to be built near neighborhoods, 
but some localities are taking steps to minimize residential impacts 
The industrial scale of  data centers makes them largely incompatible with residential 
uses. One-third of  data centers are currently located near residential areas, and industry 
trends make future residential impacts more likely.  

Inadequate local planning and zoning have allowed some data centers to be located 
near residential areas, which sometimes causes impacts on those residents. In some 
cases, this occurred because local zoning ordinances did not consider data centers to 
be an industrial use. In addition, some localities have zoned industrial areas next to 
residential areas, even though land use principles state that industrial uses and residen-
tial uses should not be zoned next to each other. Local elected officials have also 
granted data centers exceptions that led to adverse residential impacts, such as approv-
ing rezonings that would allow data centers next to sensitive locations.  

In response to increased residential opposition, some localities have taken steps to 
minimize the residential impacts of  data centers. The three Virginia localities with the 
largest data center markets have taken or are considering changes to zoning ordinances 
to better manage future data center development, and several localities considering 
their first data center projects are proactively implementing planning and zoning 
changes to promote appropriate industry development. The effectiveness of  local ef-
forts to minimize residential impacts ultimately depends on the decisions of  local 
elected officials when considering more restrictive zoning ordinances or individual 
special permit or rezoning requests. 
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Data center noise near residential areas presents unique challenges, 
and some localities are unsure about their authority to address it 
The constant nature of  data center noise has sometimes been a problem when data 
centers are located near residential areas. Data centers emit low-frequency noise that 
is not loud enough to damage nearby residents’ hearing and rarely loud enough to 
violate noise ordinances. However, some nearby residents report that the constant 
noise generated by some data centers affects their well-being. Although noise has been 
a problem for some data centers, a large majority of  data centers do not generate noise 
complaints because of  their location or design.  

Localities traditionally use noise ordinances to address noise concerns, but those typi-
cally target excessively loud noise from short-term sources, such as parties and barking 
dogs, and carry a low maximum civil penalty of  $500. Noise restrictions for data cen-
ters could be more effective if  included in zoning ordinances instead, but some local-
ities were uncertain whether they have the authority to establish these restrictions in 
such ordinances. Zoning ordinances that establish maximum allowable sound levels 
for both new and existing data centers would allow localities to better account for the 
low-frequency noise data centers emit, prescribe a better process for measuring poten-
tial noise violations, and impose more effective penalties for addressing any violations.  

Some data center companies are conducting sound modeling studies before building 
data centers, but not all Virginia localities currently require this, and some were unsure 
whether they had the authority to do so. 

Changes to the state’s data center sales tax exemption could address 
some policy concerns related to the industry 
Since 2010, Virginia has offered an exemption to the state’s retail sales and use tax to 
attract large-scale data centers. The exemption allows data centers and their tenants to 
purchase computers and other equipment, such as servers, network infrastructure, 
cooling equipment, and generators, without paying sales tax. Because data centers are 
capital intensive, the exemption is valuable to the industry (providing $928 million in 
tax savings in FY23), and about 90 percent of  the industry uses the exemption. Data 
center companies report the exemption is an important factor when deciding where 
to locate and expand, and most of  the other states that Virginia competes with for 
new data center developments have similar exemptions. 

Because the data center exemption is a valuable incentive and used by most of  the 
industry, it could be used to incentivize data centers to take actions to address many 
of  the issues discussed throughout this report. There are a range of  changes that could 
be made to the exemption, depending on the General Assembly’s policy objectives. 

Extend the exemption to maintain industry growth ― If  the General Assembly 
wishes to maintain data center industry growth in Virginia and the associated eco-
nomic and local tax revenue benefits, it could extend the exemption. The exemption 
is scheduled to expire in 2035, and data center representatives unanimously reported 
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that expiration of  the exemption would negatively affect the state’s ability to attract 
new data centers and keep existing ones. Data center companies typically consider the 
cost of  ownership over a 15- to 20-year period when making location decisions, so to 
influence future site selection decisions, an extension would need to be in place well 
before 2035. 

Allow the exemption to expire to reduce industry growth and associated energy 
impacts ― If  the General Assembly wishes to slow the data center industry’s growth 
in Virginia because it determines that energy impacts, including increasing costs to 
residential and other customers, outweigh the industry’s economic benefits, it could 
allow the exemption to expire in 2035. While the General Assembly could allow the 
exemption to expire only in certain regions, like Northern Virginia, that approach 
would be less effective in reducing overall growth in energy demand because signifi-
cant growth is occurring in several counties outside of  Northern Virginia and is ex-
pected to continue.   

Change the exemption to balance industry growth and energy impacts ― Rather 
than choosing between economic benefits or reduced energy impacts, the exemption 
could be changed to try to balance these competing impacts. The General Assembly 
could allow the full exemption to expire in 2035 (or end it before then) and apply a 
partial sales tax exemption until 2050. A partial exemption would also better align the 
economic benefits the state receives with the value of  the exemption. Most economic 
benefits occur during construction, and switching to a partial exemption in 2035 would 
reduce the value of  the exemption in later years when the economic impacts of  current 
and planned data centers could be expected to slow. A partial exemption could also 
generate more tax revenue for the state.  

Use the exemption to address other policy concerns related to the data center 
industry ― If  the General Assembly extends the exemption, even as a partial exemp-
tion, there are several additional options the General Assembly could implement to 
address concerns in specific policy areas. The exemption could be modified to address 
energy, natural resource, historic resource, and residential impacts.  

WHAT WE RECOMMEND 
This report includes multiple policy options for the General Assembly to consider 
depending on its policy goals for the data center industry in Virginia. The report also 
includes several recommendations. The following recommendations include only 
those highlighted in the report summary. The complete list of  recommendations and 
options is available on page xi. 

Legislative action  

• Clarify that electric utilities have the authority to delay, but not deny, ser-
vice to customers when the addition of  customer load cannot be sup-
ported;  



Summary: Data Centers in Virginia 

x 

• Direct Dominion Energy to develop a plan for addressing the risk of  in-
frastructure costs being stranded with existing customers, and file that plan 
with the State Corporation Commission;  

• Expressly authorize local governments to require and consider water use 
estimates for proposed data center developments; 

• Expressly authorize local governments to require sound modeling studies 
for proposed data center developments; and 

• Expressly authorize local governments to establish and enforce maximum 
allowable sound levels for operational data center facilities using alternative 
low frequency metrics and zoning ordinances. 

Executive action  

• The Virginia Economic Development Partnership should clarify that 
grants under the Virginia Business Ready Sites Program can be used for 
potential data center sites. 
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Recommendations and Policy Options: Data Centers 
in Virginia 
JLARC staff  typically make recommendations to address findings during reviews. 
Staff  also sometimes propose policy options rather than recommendations. The three 
most common reasons staff  propose policy options rather than recommendations are: 
(1) the action proposed is a policy judgment best made by the General Assembly or 
other elected officials, (2) the evidence indicates that addressing a report finding is not 
necessarily required, but doing so could be beneficial, or (3) there are multiple ways in 
which a report finding could be addressed and there is insufficient evidence of  a single 
best way to address the finding. 

Recommendations 

RECOMMENDATION 1 
The Virginia Economic Development Partnership should clarify in site characteriza-
tion and development guidelines that potential data center sites are eligible for grants 
under the Virginia Business Ready Sites Program. (Chapter 2)  

RECOMMENDATION 2 
The General Assembly may wish to consider amending the Code of  Virginia to clarify 
that electric utilities have the authority to delay, but not deny, service to customers 
when the addition of  customer load cannot be supported by the transmission system 
or available generation capacity. (Chapter 3)  

RECOMMENDATION 3 
The General Assembly may wish to consider amending the Code of Virginia to expand 
the Accelerated Renewable Buyers program, which allows large customers of energy 
utilities to claim credit for purchases of solar and wind energy to offset certain utility 
charges, to also allow customers to claim partial credit for purchases of capacity from 
battery energy storage systems based on the current PJM electric load carrying capacity 
rating. (Chapter 3)  

RECOMMENDATION 4 
The General Assembly may wish to consider amending the Code of Virginia to require 
that utilities establish a demand response program for large data center customers and 
to require that these customers participate in the program. (Chapter 3)  
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RECOMMENDATION 5 
The General Assembly may wish to consider amending the Code of  Virginia to direct 
Dominion Energy to develop a plan for addressing the risk of  generation and trans-
mission infrastructure costs being stranded with existing customers and file that plan 
with the State Corporation Commission as part of  its biennial rate review filing or as 
a separate filing. (Chapter 4) 

RECOMMENDATION 6 
The General Assembly may wish to consider amending the Code of  Virginia to ex-
pressly authorize local governments to (i) require proposed data center developments 
to submit water use estimates and (ii) consider water use when making rezoning and 
special use permit decisions related to data center development. (Chapter 5) 

RECOMMENDATION 7 
The General Assembly may wish to consider amending the Code of  Virginia to ex-
pressly authorize local governments to require sound modeling studies for data center 
development projects prior to project approval. (Chapter 6) 

RECOMMENDATION 8 
The General Assembly may wish to consider amending the Code of Virginia to ex-
pressly authorize local governments to establish and enforce maximum allowable 
sound levels for data center facilities, including (i) using alternative low frequency noise 
metrics and (ii) setting noise rules and enforcement mechanisms in their zoning ordi-
nances, separate from existing noise ordinances. (Chapter 6) 

Policy Options to Consider 

POLICY OPTION 1 
The General Assembly could consider amending the Code of Virginia to require that, 
as a condition of receiving the sales tax exemption, data center companies meet and 
certify to an energy management standard, such as the International Organization for 
Standardization’s 50001 standard for energy management. (Chapter 3) 

POLICY OPTION 2 
The General Assembly could consider amending the Code of  Virginia to allow electric 
cooperatives to create for-profit subsidiary companies that could fulfill their legal ob-
ligation to provide energy services (retail sales) to customers with load capacity of  over 
90 MW. (Chapter 4) 

POLICY OPTION 3 
The General Assembly could consider amending the Code of  Virginia to require that 
electric utilities establish caps on participation in retail choice that protect ratepayers 
from undue costs, and that such caps be approved by the State Corporation Commis-
sion through a formal case process. (Chapter 4) 
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POLICY OPTION 4 
The General Assembly could amend the Code of  Virginia to require that, as a condi-
tion of  receiving the data center sales and use tax exemption, all new data center de-
velopments in the Northern Virginia Ozone Nonattainment Area use only Tier 4 gen-
erators, Tier 2 generators with selective catalytic reduction systems, or generators with 
equivalent or lower emission rates. (Chapter 5) 

POLICY OPTION 5 
The General Assembly could amend the Code of  Virginia to require that, as a condi-
tion of  receiving the sales and use tax exemption, data center companies meet and 
certify to an environmental management standard, such as the International Organi-
zation for Standardization’s 14001 standard for Environmental Management Systems. 
(Chapter 5) 

POLICY OPTION 6 
The General Assembly could amend the Code of  Virginia to require that, as a condi-
tion for receiving the sales and use tax exemption, data center companies conduct a 
Phase I historic resource study of  a proposed development site, as well as a viewshed 
analysis when a proposed site is located within a certain distance of  a registered his-
toric site, and report the study findings to the appropriate locality prior to develop-
ment. (Chapter 5) 

POLICY OPTION 7 
The General Assembly could amend the Code of  Virginia to require that, as a condi-
tion for receiving the sales and use tax exemption, data center companies conduct a 
sound modeling study prior to the development of  a proposed data center that is to 
be located within a certain distance of  a residential development or area zoned for 
residential development and provide the study findings to the appropriate locality. 
(Chapter 6)  

POLICY OPTION 8 
The General Assembly could amend the Code of Virginia to extend the expiration 
date for the state’s sales and use tax exemption for data centers from 2035 to 2050. 
(Chapter 7) 

POLICY OPTION 9 
The General Assembly could allow the sales and use tax exemption for data centers to 
expire in 2035. (Chapter 7) 

POLICY OPTION 10 
The General Assembly could amend the Code of Virginia to extend a partial sales and 
use tax exemption for data centers from 2035 to 2050. (Chapter 7) 
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1 Overview of the Data Center Industry 
 

In 2023, the Joint Legislative Audit and Review Commission (JLARC) directed its staff  
to review the impacts of  the data center industry in Virginia. Specifically, staff  were 
directed to assess the impact of  the industry on state and local revenue; Virginia’s 
energy demand and supply; natural, historic, and cultural resources; and local residents. 
Staff  were also directed to forecast future growth of  the industry in Virginia and de-
termine (i) how any economic benefits could be more widely distributed and (ii) if  
Virginia’s data center tax exemption could be improved. (See Appendix A for the study 
resolution.)  

To complete this study, JLARC staff  conducted over 250 interviews with more than 
150 different stakeholders, including local residents and stakeholder groups; data cen-
ter companies and developers; state and local officials; electric and water utility com-
panies; and subject-matter experts. Staff  analyzed water usage and air quality and emis-
sions data, as well as capital expenditure, employment, and tax benefit data from users 
of  the data center tax exemption. Staff  also reviewed state and local land use regula-
tions and conducted case reviews of  local data center-related zoning and permitting 
requests. (See Appendix B for more information on methods used for this study.)  

JLARC staff  contracted with two consultants as part of  this study. Faculty from the 
Weldon Cooper Center for Public Service at the University of  Virginia (Weldon 
Cooper Center) developed an economic impact analysis of  Virginia’s data center in-
dustry and an independent energy demand forecast for Virginia and its utilities. Con-
sulting firm Energy + Environmental Economics (E3) modeled how data center 
growth was likely to affect future generation and transmission needs, carbon emissions, 
and utility costs, including how costs could be passed on to ratepayers. E3 also made 
additional refinements to the Weldon Cooper Center energy demand forecast. 

Data centers are key hubs of the world’s digital 
infrastructure  
Data centers are specialized facilities that manage, process, and share large amounts 
of  data. They enable the digital services that people rely on daily, including websites, 
electronic applications, and cloud-based platforms such as email and media streaming. 
These services are also critical to businesses and organizations, for example, allowing 
businesses to make secure transactions electronically or conduct complex computing 
tasks using artificial intelligence (AI). Given their essential role in daily life, business, 
and the economy, data centers have become a critical part of  the world’s digital infra-
structure (sidebar). 

Digital infrastructure en-
compasses the systems 
and technologies needed 
for the internet, online 
services, and other digital 
activities to function. This 
includes networks (e.g., fi-
ber, switches), hardware 
(e.g., computers, servers), 
software (e.g., operating 
systems, applications), 
data centers, and the per-
sonnel who manage and 
maintain these compo-
nents. 
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A typical, modern data center is a large industrial building filled with computing equip-
ment, including servers, storage drives, and network hardware. Externally, these build-
ings often resemble warehouses or distribution centers. Data centers can vary greatly 
in size, ranging from smaller facilities with a few thousand square feet to large, multi-
story buildings exceeding one million square feet. Data centers are often located on 
campuses alongside other facilities or other data centers operated by the same com-
pany. In addition, many data centers have physical security measures, such as flood-
lights, fencing, and access controls, to protect the facility and its data.   

Data centers require large amounts of  electricity to operate. This energy powers the 
computing equipment inside, as well as cooling equipment that prevents the compu-
ting equipment and building from overheating. The amount of  electricity needed for 
a data center varies based on its size, the density and type of  computing equipment, 
and the cooling system used. A small data center can require five to 20 megawatts of  
power, while a larger data center can require 100 or more megawatts (sidebar). Given 
the amount of  electricity needed for operations, data centers often have power lines 
and substations connecting them directly to nearby high-voltage transmission lines. All 
data centers also have backup generators on-site to ensure continuity of  operations if  
their primary power supply fails.  

Data centers are operated and maintained by a skilled workforce, including technicians, 
electricians, and network engineers. Data centers also generally have security person-
nel.  

Figure 1-1 illustrates the infrastructure, equipment, and personnel found in and around 
a typical, modern data center.  

FIGURE 1-1  
Common infrastructure, equipment, and personnel at a typical data center  

 
SOURCE: JLARC staff.  
NOTE: Illustrative example. Data centers may have different equipment, e.g., based on their cooling system.     

Megawatts are units used 
to measure power, equiv-
alent to one million watts. 
Megawatts measure the 
amount of energy pro-
duced or consumed at 
any instant, rather than 
total over time. A differ-
ent unit of measure is 
used to measure the 
amount of energy pro-
duced or consumed over 
a given time period. For 
example, megawatt-
hours describe the num-
ber of megawatts pro-
duced or consumed dur-
ing an hour.  

 

For context, a Virginia 
town of 10,000 people 
uses approximately 10 
megawatts. 
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There are various types of  data centers, ranging from traditional enterprise and colo-
cation facilities to newer hyperscale operations. 

• Enterprise data centers are private facilities owned and operated by a single 
company, designed specifically to meet that company’s IT and data storage 
needs. These are generally non-technology companies, such as banks, insur-
ance firms, and credit card companies, that rely heavily on secure, in-house 
data processing and storage. Enterprise data centers are generally located 
on-site, such as within a corporate campus or integrated into a larger office 
building. Enterprise data centers are a shrinking segment of  the data center 
market as companies increasingly rely on the cloud for their computing 
needs.     

• Colocation data centers are facilities owned and operated by a company that 
leases physical space within their data center to other companies and organ-
izations. These tenants, which include smaller technology companies, online 
retailers, and government agencies, house their computer equipment within 
their leased space and have their own staff  who maintain and upgrade this 
equipment. Tenants rely on the data center owner to provide all other ser-
vices such as power, cooling, and physical security. Colocation data centers 
generally serve multiple tenants—often upwards of  20 or more—which al-
lows these companies to benefit from economies of  scale.   

• Hyperscale data centers are purpose-built facilities designed to serve the 
world’s major technology companies (e.g., Amazon Web Services [AWS], 
Google, Meta, Microsoft), often known as “hyperscalers.” These are the 
largest data centers with the largest operational capacity and power require-
ments (sidebar). Hyperscale data centers can either be owned and operated 
by the hyperscaler company or by a third-party that leases the facility to the 
hyperscaler. In some cases, the third party that owns the data center also 
provides services such as power, cooling, and security, while in others the 
hyperscaler manages all building operations. Hyperscale data centers are a 
growing segment of  the data center market. 

Data center industry is growing rapidly, driven by a 
combination of established and emerging trends  
The data center industry spans markets around the world, clustering in locations that 
provide access to land, energy, and fiber, and are business friendly, politically stable, 
and at low risk from natural disasters. Many data center markets are located near key 
population, business, and government centers because they are close to their custom-
ers and end users. Being in proximity to customers reduces the time it takes for data 
to travel between the data center and the customer, ensuring fast processing, which 
can be critical for certain business operations, such as financial transactions (sidebar). 

Operational capacity— 
also called “capacity”—
refers to the amount of 
power a data center 
needs to operate. This in-
cludes all the power 
needed to run the com-
puting equipment, cool-
ing systems, and other 
building operations. Ca-
pacity is often used to 
describe the size of a data 
center. For the purposes 
of this chapter, capacity is 
measured in megawatts.  

 

 

 
The time it takes for data 
to travel from one point 
to another, such as from 
a data center to the end 
user, is called “latency.” 
Low latency indicates 
data is traveling more 
quickly; high latency indi-
cates there is a longer de-
lay. Many factors affect 
latency, most notably the 
geographic distance be-
tween the data center 
and user. Some tasks—
such as financial transac-
tions—are more “latency 
sensitive” than others, 
meaning they require as 
low latency as possible.   
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It also reduces time for end users to access data, which, for example, reduces buffering 
times and increases picture quality when streaming media.  

The data center industry is dominated by a few large participants. In the U.S., four 
hyperscaler companies—AWS, Google, Meta, and Microsoft—are responsible for 
much of  the data center industry. These companies operate their own hyperscale data 
centers, lease other hyperscale data centers, and can also be customers within tradi-
tional colocation data centers.  

Data center industry is growing rapidly worldwide  
The data center industry is growing worldwide, with many data centers under con-
struction or in development. Market reports and trade literature indicate the industry 
has grown significantly over the past decade, with an especially rapid growth rate in 
recent years, particularly in the Americas. For example, a 2024 report from the real 
estate firm Cushman & Wakefield estimates 44,600 megawatts of  data center capacity 
is in development worldwide. More than half  (55 percent) of  this capacity is in the 
Americas region, 30 percent is in the Asia–Pacific region, and the remaining 15 percent 
is in the Europe, Middle East, and Africa (EMEA) region. When completed, this 
growth would double existing capacity across the EMEA markets and more than dou-
ble existing capacity in the Americas and Asia–Pacific markets.  

The industry is growing both in terms of  the number of  data centers under construc-
tion as well as the size and scale of  those data centers. More data centers are being 
built, and many of  the new data centers under construction are larger and have more 
operational capacity. For example, the capacity of  a typical data center has increased 
from requiring only a few megawatts of  power to more than 100 megawatts.  

There has also been a recent shift toward companies building data center campuses, 
rather than individual data centers, to serve the needs of  hyperscalers. Such campuses 
can be made up of  multiple parcels of  land and house several data centers owned by 
the same entity. Collectively, the operational capacity of  these campuses can reach 
hundreds of  megawatts, and in some cases, exceed one gigawatt (i.e., 1,000 megawatts). 
Companies are increasingly developing data center campuses, rather than individual 
facilities, to consolidate operations, improve efficiency, and more easily expand capac-
ity in response to growing demand.  

Industry expected to grow for foreseeable future, though factors 
could shift where growth occurs  
The data center industry is expected to keep growing, driven by demand for digital 
services, such as e-commerce, media streaming, and cloud-based applications. This 
trend accelerated during the COVID-19 pandemic as more people and businesses re-
lied on these services and is expected to continue. As the economy becomes increas-
ingly digitized, more consumers use digital services, and the number of  internet-
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connected devices rises, the need for data storage, processing, and network capacity 
will continue to grow.   

The recent emergence of  AI is another significant driver of  data center growth. AI 
applications, such as machine learning and data analytics, require immense computing 
power and storage to process large amounts of  data. As businesses increasingly adopt 
AI tools, and AI is integrated into commercial applications, the demand for data cen-
ters to support these technologies has surged and is expected to continue to grow.  

AI also has the potential to reshape how and where the data center industry grows. 
For example, some AI workloads, such as large language model training, are not latency 
sensitive, allowing data centers housing these tasks to be located farther from estab-
lished data center markets. Additionally, AI workloads are often much larger than typ-
ical data center demands, requiring larger facilities with more computing capacity and 
more power needs (sidebar).    

Market constraints could also shift where the industry grows. Key factors, such as 
power availability, land price and availability, local opposition, and regulatory environ-
ments, are constraining the industry, especially in established markets. As these con-
straints grow, some markets may become less attractive for development, driving data 
center growth toward other locations.  

Northern Virginia has the largest data center market 
in the world, and the state’s industry is growing  
There are approximately 150 data center sites in Virginia, which collectively house 
around 340 data center buildings. These sites vary in size, ranging from a single 2,400-
square-foot data center building to a campus of  seven buildings that total more than 
3 million square feet. In total, Virginia has over 63 million square feet of  data center 
space on 7,200 acres of  land (sidebar).  

Virginia data center sites also vary in size in terms of  operational capacity. The smallest 
sites require only about one megawatt of  power, while some larger campuses are esti-
mated to need 200 or more megawatts and are still growing. In total, Virginia data 
center sites use approximately 5,050 megawatts of  power (sidebar). (This is based on 
the 2024 peak load forecast by Dominion Energy and Mecklenburg, Northern Vir-
ginia, and Rappahannock electric cooperatives in August 2023.)  

Virginia’s data center industry is mostly concentrated in Northern 
Virginia, with other small clusters near Richmond and Mecklenburg  
Data centers are located across the state, but 80 percent of  Virginia’s data center in-
dustry is concentrated in three Northern Virginia localities: Loudoun, Prince William, 
and Fairfax (Figure 1-2). Loudoun County alone accounts for approximately half  of  
the state’s data center industry in terms of  number of  sites, building square footage, 
and estimated energy usage. The eastern part of  the county north of  Dulles 

AI workloads typically 
require more power than 
traditional data center 
tasks because they use 
more energy-intensive 
hardware. The servers 
conducting AI tasks often 
include graphics pro-
cessing units (GPUs) 
alongside central pro-
cessing units (CPUs), be-
cause GPUs are better 
suited to running large, 
simultaneous data pro-
cesses required for AI ap-
plications. Since GPUs 
consume more power 
than CPUs, AI tasks are 
generally more energy 
demanding.   

 

 

 

For context, Pocahontas 
State Park—the largest 
in Virginia—covers 7,600 
acres. The entire state 
park system spans a total 
of 75,900 acres.  

 

 

 

Data centers’ power us-
age in Virginia—about 
5,050 megawatts— is 
roughly equivalent to the 
electricity needs of 2 mil-
lion Virginia households 
(about 60 percent of 
households in the state).  
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International Airport has become known as “Data Center Alley” because of  its high 
concentration of  data centers. The remaining 20 percent of  Virginia’s data center sites 
are in 11 other localities, with the most notable clusters in the Richmond region and 
Mecklenburg County.  

FIGURE 1-2 
Most of Virginia’s data center industry is concentrated in Northern Virginia  

 
SOURCE: JLARC analysis of Virginia Department of Environmental Quality data and county property real estate records.  
NOTE: Map shows one dot per data center site, which may include multiple data center buildings. Size of each site represented by size of 
dot, as measured by the maximum capacity (in terms of megawatts) the site is permitted to backup via diesel generators. This capacity is 
larger than the current operational capacity because it (i) accounts for the site's full build-out potential, which many sites have not yet 
reached, and (ii) includes allowances for redundancy. Data center operators report 0 to 25 percent of backup capacity is typically for 
redundancy.    

Northern Virginia is the largest data center market in the world 
because of multiple factors 
Northern Virginia has the highest concentration of  data centers in the world and is 
recognized as the world’s premier data center market. The exact size of  the Northern 
Virginia data center market (in terms of  the number of  sites and energy demand) 
varies based on the sources used; however, every source indicates Northern Virginia 
is the global leader. According to data reported by Cushman & Wakefield, in terms of  
megawatts, the Northern Virginia market is more than twice the size of  the next largest 
market in the world, Beijing, and nearly three times the size of  the next largest market 
in the U.S., located in and around Hillsboro, Oregon (Figure 1-3). The Northern Vir-
ginia market constitutes 13 percent of  all reported data center operational capacity 
globally and 25 percent of  capacity in the Americas region.  
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FIGURE 1-3 
Virginia has the most operational capacity of all global markets  

 
SOURCE: JLARC analysis of Cushman & Wakefield 2024 Global Data Center Market Comparison.  
NOTE: Reflects market size in terms of operational capacity as measured by megawatts. Shows 20 largest markets. “Northern Virginia” 
refers to an estimate of data center capacity in the traditional Northern Virginia market consisting of Fairfax, Loudoun, and Prince William 
counties and Manassas. The Cushman & Wakefield report also includes an estimated 560 megawatts of capacity in Culpeper and Fauquier 
counties and the Richmond metropolitan region.  

Multiple factors have contributed to Northern Virginia’s market prominence. The re-
gion’s role in the early stages of  the internet’s development gave it a head start as a key 
data center hub. In the mid-20th century, early data processing companies contracting 
with government agencies and high-technology government labs were drawn to the 
region given its proximity to their federal government customers. The establishment 
of  an internet exchange point in the 1990s further attracted major telecommunications 
and early internet companies to the region.   

As the internet grew, a strong fiber network, supply of  reliable cheap energy, and avail-
able land encouraged more data centers to locate in the region. Data centers were also 
drawn to the region given its proximity to major national customers, including most 
notably the federal government, government contractors, and technology firms that 
held an enormous amount of  government and other data. With the rapid growth of  
the internet in the 2000s, it became advantageous for data centers to cluster near each 
other so they could share information more quickly. The high concentration of  data 
centers also led to a burgeoning ecosystem of  industry professionals, real estate devel-
opers, construction companies, and tradespeople with expertise in data centers, which 
continues to make the region attractive today.  
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The creation of  a state data center tax incentive has also been a key factor in the in-
dustry’s development in Northern Virginia, as well as the state more broadly. In 2010, 
Virginia adopted a sales and use tax exemption that exempted data centers from paying 
retail sales tax on computer and related equipment purchases, and the General Assem-
bly has since expanded the exemption. (See Chapter 2 for more information about the 
sales and use tax exemption and its impact.)  

Data center industry is growing rapidly in Virginia, both in established 
markets and newer ones  
The data center industry is growing rapidly in Virginia. Since 2020, data center space in 
Virginia has more than doubled, with over a quarter of  the state’s existing data center 
square footage built in 2022 and 2023. Additional square footage has been built in 
2024. A 2024 Cushman & Wakefield report underscores this trend, noting there is a 
record amount of  data center capacity in development in the state. This includes 1,500 
megawatts under construction and 2,900 megawatts in earlier stages of  development. 
When this development is complete, it will nearly double the size of  data center ca-
pacity in Virginia.  

As of  September 2024, there are at least 70 new known data center sites under active 
development across the state. These projects are at various stages of  the development 
process, with more than half  having received full local government approval and/or 
are under construction. The remaining projects are at earlier stages, such as awaiting 
local rezoning or approval.  

Much of  the data center development is occurring in the established markets of  
Northern Virginia, the Richmond region, and Mecklenburg County. Within these ex-
isting markets, the majority of  growth continues to be in Loudoun and Prince William 
counties, with Prince William County being the fastest-growing locality (Figure 1-4). 
The growth in these markets is driven by data center developers and companies build-
ing at new sites as well as expanding existing campuses.   

The data center industry is also growing in new Virginia markets, most notably in 
counties outside of  the established Northern Virginia market and along the I-95 cor-
ridor (Figure 1-4). For example, seven localities without any data centers have recently 
approved new campuses or have applications pending. According to stakeholders, data 
center development is moving into these new markets as land availability and local 
regulatory environments become more challenging in Northern Virginia. Additionally, 
AWS is leading development into localities along I-95 as part of  its agreement with the 
state to invest $35 billion in data centers in new Virginia locations by 2040.  
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FIGURE 1-4  
Data center industry still growing in established markets, but development 
starting to spread into new areas, such as along I-95  

 
SOURCE: JLARC summary analysis as of September 2024.  
NOTE: “In development” includes projects that are under construction, permitted, and/or have been approved 
through local rezoning or other approval processes (if applicable).    
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2 Economic and Fiscal Impacts 
 

States strive to build and maintain a strong and diverse economy. A strong economy 
benefits the state by increasing the wealth of  its citizens, helping its businesses succeed, 
and generating tax revenues to support state and local government operations. Tax 
revenues help pay for essential services like roads, schools, and public safety. 

Virginia looks to improve its economy by attracting new businesses and having existing 
businesses expand their operations. Businesses benefit the economy directly by creat-
ing new jobs and making capital investments, such as constructing new buildings and 
purchasing vehicles and equipment. Business activities have many additional impacts 
that further economic growth, such as creating additional jobs at in-state suppliers and 
in the service industries that support the original business and its employees (Figure 
2-1).  

FIGURE 2-1 
Businesses create jobs and capital investment and have additional impacts that 
benefit the state economy 

 
SOURCE: JLARC staff analysis.  

Data center industry provides positive economic 
benefits to state  
State and local economic development agencies view data centers as an attractive in-
dustry. Data center companies are some of  the largest and most well-resourced tech-
nology companies in the world. Though data centers directly employ relatively fewer 
employees than some industries, data center jobs tend to be higher paying, so jobs 
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have a higher economic impact. Data centers also meet other characteristics of  a high 
impact industry: they are in a tradable industry sector and have a high employment 
multiplier (sidebar). Data centers—like manufacturers, steel producers, and transpor-
tation industries—are also capital intensive. Their facilities are enormous and require 
multibillion-dollar outlays for construction and equipment, which can provide sub-
stantial tax revenue for local governments and a comparatively smaller amount of  tax 
revenue for the state (for the portion that is not tax-exempt).  

The data center industry provides secondary economic benefits to the state as well. 
The clustering of  data centers in a region, like Northern Virginia, can have “knock 
on” economic effects by indirectly attracting other related technology businesses, 
which help create a well-trained, regional IT workforce. This clustering of  data centers, 
related businesses, and skilled workers can further improve the region’s attractiveness 
to additional businesses in the technology sector and other sectors.  

Data center capital investment is substantial, although only a portion 
of it benefits Virginia’s economy 
Capital investment in Virginia data centers is substantial, exceeding $24 billion in FY23, 
and primarily consists of  equipment purchases from Virginia-based and out-of-state 
companies. Data center investment represented 84 percent of  the total capital invest-
ment across all economic development projects announced by the Virginia Economic 
Development Partnership (VEDP) between FY22 and FY24. However, like capital 
investments made by other industries, only a portion of  data center capital investment 
benefits the Virginia economy. The primary benefit to Virginia’s economy is related to 
data center construction, which comprises about 20 percent of  total data center capital 
investment (Figure 2-2). Most construction spending likely remains in the state econ-
omy because much of  it goes to Virginia-based businesses performing key construc-
tion services such as clearing and grading sites, erecting steel frames, installing high-
voltage electrical equipment, installing industrial-scale cooling systems, and running 
miles of  cable, conduit, and piping. Materials used in data center construction are often 
also sourced from Virginia businesses throughout the state.  

The largest portion of  data center capital investment is for IT and mechanical equip-
ment (68 percent), and most of  this spending occurs with out-of-state companies. 
Computer servers are the biggest equipment expense and, because there are no major 
computer server manufacturers in Virginia, are sourced from outside the state or the 
country. Some other equipment used in data centers is sourced in Virginia. For exam-
ple, Virginia has suppliers of  electrical and cooling equipment, raised-access floors and 
hot/cold aisle containment systems, and fiber infrastructure. These suppliers have re-
cently located or expanded operations in Virginia because of  the state’s large data cen-
ter market. Even so, a substantial amount of  non-computer equipment still likely 
comes from out-of-state, such as the diesel generators data centers use for backup 
power. 

Tradeable sector in-
cludes businesses that 
compete or export 
goods and services out-
side of where they are 
located. They have larger 
economic impacts be-
cause they bring in new 
revenue from outside 
the state instead of 
simply reallocating exist-
ing economic activity.  

An employment multi-
plier is an estimate of 
the number of additional 
jobs created in the econ-
omy to support each job 
created directly by an in-
dustry.  

 



Chapter 2: Economic and Fiscal Impacts 

13 

FIGURE 2-2 
Primary benefit of data center capital investment to Virginia’s economy is from 
construction, which comprises 20 percent of data centers’ capital investment 

 
SOURCE: JLARC staff and Weldon Cooper Center analysis of data center capital investment between FY21 and FY23 
reported to VEDP. 

Data center industry supports relatively small operations workforce 
and sizable construction workforce, both with average or above 
average wages 
Data centers typically employ a small number of  workers for data center operations, 
relative to their facility size. For example, several data center representatives indicated 
that a typical 250,000-square-foot data center may have approximately 50 full-time 
workers (one employee per 5,000 square feet versus one employee per 650 square feet 
for some distribution centers). About half  of  these workers are likely direct employees 
of  the data center company (or for colocation data centers, direct employees of  the 
tenant). These workers include facility managers, engineers, data technicians, and facil-
ity maintenance staff. The other half  are contract workers, including electricians, pipe-
fitters, and security personnel who work full-time at the facility (sidebar).  

Data center direct employees and contract workers accounted for, by JLARC staff  
estimates, over 8,000 full-time jobs in FY23. A data center may add new jobs each year 
as new facilities begin and expand operations. In FY23, data centers added more than 
800 new full-time jobs.   

Data center construction, however, supports a substantially larger number of  workers 
than data center operations. Construction of  an individual data center building usually 

Data centers require 
constant ongoing 
maintenance of electri-
cal and cooling sys-
tems. Data centers have 
hundreds of electrical 
and mechanical compo-
nents that must be re-
placed as they break 
down over time. Addi-
tionally, these systems 
can also be upgraded or 
configurations changed 
as computer equipment 
is upgraded and re-
placed. 
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takes about 12 to 18 months, and it can take five or more years to fully build out a 
campus. Data center representatives indicated that, at the height of  construction, ap-
proximately 1,500 workers are on site building a facility and installing electrical and 
cooling systems and include occupations such as 

• site developers and surveyors, 
• equipment operators for land clearing and leveling, 
• workers to erect steel building frames and concrete walls, 
• electricians installing cabling, equipment, and generators, and 
• pipefitters and HVAC technicians installing piping and cooling equipment.   

Both data center operations and construction workers earn average or above average 
wages, contributing to the economic benefit of  the industry. On average, data center 
employees and contractors earn about $100,000 per year, varying based on job role 
and area of  the state. Many construction-related jobs do not require a college degree 
but are also relatively high-paying. For example, the starting salary for electricians is 
approximately $24 per hour, and a “journeyman” (fully trained) electrician can make 
approximately $56 per hour. These wages translate to $50,000 and $116,000 in annual 
wages, respectively, but the actual annual wages are likely higher because these workers 
often work over 40 hours per week and can earn overtime pay.  

The growth of  Virginia’s data center industry has contributed to the expansion of  the 
state’s trades and construction industry. A representative from a construction supplier 
and contractor indicated that the data center industry is the largest construction sector 
right now, and data center projects are about one-third to one-half  of  their current 
projects and nearly two-thirds of  their backlog. A representative of  an electrical work-
ers union in Northern Virginia indicated that, because of  demand from the growing 
data center industry, their apprenticeship program has grown from 300 apprentices 
per training course to 500 in the last several years and could grow larger. A benefit of  
this growth is that many workers are able to stay in-state and move to another data 
center construction job after a project is complete, rather than moving to another state 
to find work. 

Data center industry has added thousands of jobs and several billion 
dollars to state’s economy, mostly from construction 
The data center industry benefits the Virginia economy because of  the additional jobs 
and personal income created and the value it adds to the Virginia economy (i.e., Vir-
ginia gross domestic product or GDP). JLARC staff  commissioned an independent 
economic impact analysis of  the data center industry in Virginia (sidebar). The analysis 
estimated that the data center industry provides approximately 74,000 jobs, $5.5 billion 
in labor income, and $9.1 billion in Virginia GDP overall to the state economy annu-
ally, based on average spending by the industry between FY21 and FY23 (Table 2-1). 
These estimates are just over 1 percent of  total statewide employment, income, and 
Virginia GDP during the last three years. Most of  the economic benefits have been in 

JLARC’s independent 
economic impact analy-
sis was performed by 
staff from the Weldon 
Cooper Center. The anal-
ysis was conducted using 
economic modeling soft-
ware developed by IM-
PLAN. The model uses an 
industry standard meth-
odology but does not ac-
count for the cost of 
some potential externali-
ties, such as health and 
environmental costs asso-
ciated with increased car-
bon emissions, that may 
be associated with the in-
dustry’s large energy de-
mands. See Appendix D 
for additional details. 
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the Northern Virginia region, but other regions where data centers are located or un-
der construction, or that have businesses that otherwise support the industry, also ben-
efited (Figure 2-3).  

TABLE 2-1 
Data center industry has positive economic benefits on Virginia  

Economic impact 

Annual average based on data center capital investment and 
related operation spending 

Construction 
phase  

Operations 
phase Total impact 

Jobs 59,000 jobs 
(35,000 direct) 

15,000 jobs 
(4,400 direct) 

74,000 jobs 
(39,400 direct) 

Labor income $4.3 B 
($2.6 B direct) 

$1.2 B 
($0.4 B direct) 

$5.5 B 
($3.1 B direct) 

Virginia GDP $6.4 B 
($3.3 B direct) 

$2.7 B 
($1.1 B direct) 

$9.1 B 
($4.4 B direct) 

SOURCE: Weldon Cooper Center economic impact analysis of the data center industry impacts, based on data center 
spending between FY21 and FY23 reported to VEDP, adjusted to account for non-exempt data centers. Numbers 
may not sum because of rounding.  
NOTE: Direct operations jobs include only data center employees and exclude contractors that work full time at data 
centers. Total impact includes direct impacts plus indirect and induced impacts. Average data center economic im-
pacts presented here likely underestimate the impacts in more recent years given the growth of the industry. 

FIGURE 2-3 
Economic impact from data centers is concentrated in Northern Virginia 

 
SOURCE: Weldon Cooper Center economic analysis of the annual data center industry impacts, based on data center 
spending between FY21 and FY23 reported to VEDP, adjusted to account for non-exempt data centers.  
NOTE: Totals for Northern Virginia and other Virginia regions do not sum to statewide totals shown in Table 2-1 
because the analysis does not account for impacts from activity in Northern Virginia occurring in other Virginia re-
gions and vice versa.  

Much of  the data center industry’s economic benefits in Virginia derive from capital 
spending during the construction phase rather than spending during ongoing opera-
tions (Table 2-1). Annual average spending during the construction phase is estimated 
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to be more than three times annual operation spending, according to prior research. 
Data centers were estimated to contribute 59,000 jobs annually during the construc-
tion phase, accounting for 80 percent of  total annual jobs resulting from data centers. 
This estimate includes 35,000 direct jobs, most of  which were construction workers 
(28,000), although some were IT-related workers manufacturing and installing equip-
ment (7,000). Another 24,000 jobs were estimated to be in supporting sectors, such as 
materials suppliers, and “induced jobs” in businesses that benefit from worker spend-
ing, such as restaurants and retail. The data center construction phase also accounted 
for most of  the annual increase in total labor income (80 percent) and total Virginia 
GDP (70 percent) from data centers. Appendix D provides additional technical details 
on these and other analysis outcomes. 

Because most of  data centers’ economic benefits are from construction, continued 
growth of  the data center industry would be needed in Virginia to maintain the same 
level of  economic impact. Current trends suggest continued growth is likely to hap-
pen, at least for the near future. Virginia’s data center market is expected to double in 
the next few years based on the data center capacity currently under construction and 
in the early development stages.     

Data centers generate substantial local tax revenues 
for localities that have them 
Local governments with data centers in their jurisdictions can collect substantial tax 
revenues from the industry. Data centers pay different types of  local taxes, but the 
primary ones are business personal property and real property (real estate) taxes (side-
bar). The business property tax, in particular, can generate substantial revenue. A single 
data center typically has business personal property valued in the millions, a large por-
tion of  which is computer equipment that is typically replaced every five years. 

Although data center tax revenues can be substantial, the industry’s share of  local rev-
enue varies. For the five localities with relatively mature data center markets (Loudoun, 
Prince William, Mecklenburg, Henrico, and Fairfax), data center revenue ranged from 
less than 1 percent to 31 percent of  total local revenue. The amounts collected and 
percentage of  local revenues vary substantially because of  differences in the size and 
maturity of  the data center markets, locality sizes and tax bases, and local tax rates and 
depreciation schedules. Loudoun and Prince William have the largest and most mature 
markets, and data center revenue accounted for 31 percent and 7 percent, respectively, 
of  total local tax revenue (Figure 2-4). Loudoun collects substantially more revenue 
from data centers primarily because its data center market size is three times larger 
than Prince William’s. Revenue estimates are not provided for all of  these localities to 
protect taxpayer confidentiality.  

Business personal prop-
erty taxes are levied by 
local governments on 
the value of property, 
such as furniture, fix-
tures, computer equip-
ment, machinery, tools, 
and heavy equipment 
within their locality. State 
law allows a locality to 
tax certain classes of per-
sonal property at lower 
rates, including com-
puter equipment for data 
processing.  

Real property (or real 
estate) taxes are levied 
by a local government 
on land and improve-
ments in their locality.  
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FIGURE 2-4 
Data center tax revenue can be substantial for local governments (FY23) 

 
SOURCE: JLARC staff analysis of revenue collections from localities and the APA Local Government Comparative Re-
port, FY23.  

Tax rates also significantly affect the amount of  revenue a locality can generate from 
data center developments. Some localities have greatly reduced their business personal 
property tax rates for computer equipment to try to attract the industry and, therefore, 
collect far less revenue than other localities with a higher tax rate would collect for a 
comparable project. For example, assuming a data center with $150 million in taxable 
computer equipment, counties could collect from $10.8 million to $0.4 million over a 
five-year period (after accounting for different tax rates and depreciation schedules) 
(Figure 2-5).  

Even with the variation in tax revenue collections, local government staff  from the 
five counties with the greatest data center presence indicated that data center revenue 
has benefited their locality. Local government staff  indicated data center revenue has 
allowed their locality to 

• lower real estate tax rates (Loudoun and Prince William), 
• develop an affordable housing trust fund (Henrico County), 
• establish revenue stabilization or reserve funds (Loudoun and Prince Wil-

liam), and 
• construct new schools (Mecklenburg).  
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FIGURE 2-5 
Some localities would collect far less revenue over a five-year period than others for the same 
data center development  

 
SOURCE: JLARC staff analysis of locality property tax rates and depreciation schedules for computer equipment.  
NOTE: Tax rate is the business personal property tax rate in 2024 for computer equipment. Amounts exclude real property taxes. Amounts 
are based on a data center with $150 million in equipment. Data center equipment is typically replaced every five years, which resets the 
depreciation schedule used to calculate the decline in value of equipment each year after its purchase.  
a Culpeper provides a local tax rebate for data centers that invest at least $10 million and hire at least 10 new employees in the Culpeper 
Technology Zone, and therefore may reduce this amount for qualifying data centers. b Fredericksburg Region includes the City of Fred-
ericksburg, Caroline County, King George County, Spotsylvania County, and Stafford County. 

In addition to the revenue the industry generates, local government staff  reported that 
data centers are an attractive industry because they impose minimal direct costs on the 
provision of  government services compared with other industries. Data centers em-
ploy relatively few employees in comparison with other industries like manufacturing 
and logistics. Industries with more employees place greater demand on local roads, 
school systems, and other services. 

Localities in distressed areas have difficulty 
attracting data centers 
Data center developments could benefit localities in economically distressed areas of  
the state through increased local revenue. However, localities in these areas face several 
challenges in attracting data centers. To be considered, a locality likely needs to have 
230kV transmission lines (the preferred voltage for modern data center campuses) and 
large and flat properties close to those transmission lines. These requirements could 
prevent many counties in distressed areas, particularly in Southwest Virginia, from be-
ing considered. 

Localities in economically distressed areas that are away from population centers can 
also only compete for certain types of  data centers. They cannot compete for data 
centers that need to be close to customers or require low latency, such as cloud com-
puting and colocation facilities. However, they may be able to compete for data centers 
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running artificial intelligence (AI) workloads, such as training models, which do not 
need to be near populated areas and may not require low latency. AI is expected to 
drive a lot of  future industry growth and presents an opportunity for more remote 
localities.  

The state could improve the competitiveness of  localities in distressed areas by helping 
them identify, prepare, and market industrial sites that are attractive to the data center 
industry. Data center companies prefer to move fast once a site has been identified, so 
available land should have access to roads and other utilities (water, sewer) that allow 
construction to begin soon after selection. Company representatives said industrial 
sites that are shovel-ready could be particularly attractive. The primary reason Meck-
lenburg was successful in attracting Microsoft was because the county had already 
identified a site suitable for data center development when Microsoft was looking for 
potential Virginia locations. 

The Virginia Business Ready Sites Program, which is administered by VEDP, can be 
used for this purpose. The program identifies and assesses the readiness of  potential 
industrial sites and provides site characterization and development grants to local gov-
ernments and regional authorities. The program is intended to develop sites to attract 
large employers, such as manufacturers, but it can be used to identify and develop sites 
for which data centers would be a “best use” and would generate a positive return on 
investment for the state. For example, a 150-acre site that has limited road and rail 
infrastructure but is located close to 230kV transmission lines might be best used as a 
data center instead of  a manufacturing plant. To help localities in distressed areas com-
pete for data centers, VEDP should clarify that potential data center sites can be in-
cluded in VEDP’s site listings and are eligible for Virginia Business Ready Sites Pro-
gram grants.  

RECOMMENDATION 1 
The Virginia Economic Development Partnership should clarify in site characteriza-
tion and development guidelines that potential data center sites are eligible for grants 
under the Virginia Business Ready Sites Program. 

The state made changes to its data center sales tax exemption, discussed in the next 
section, several years ago to try to attract data centers to distressed areas of  the state 
(sidebar). However, very few data centers have qualified for the exemption under the 
changes, so the changes alone may not be sufficient to overcome other challenges to 
attract data centers to these areas. 

The 2020 General As-
sembly lowered the eli-
gibility requirements for 
the data center exemp-
tion in distressed areas 
of the state to 10 jobs 
and capital investment 
of $75 million to encour-
age growth in these ar-
eas.  
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State’s data center exemption encourages industry 
growth and has moderate economic benefits      
Virginia, like other states, uses incentives and other strategies to try to attract specific 
industries that can create new economic activity. The goal of  targeting specific indus-
tries is to establish industry clusters or ecosystems.  

Since 2010, Virginia has offered a retail sales and use tax exemption to attract large-
scale data centers. The exemption allows qualifying data centers and their tenants to 
purchase computers and other equipment without paying the state sales tax on the 
following items, namely  

• computer equipment such as servers, mainframes, network infrastructure, 
and data storage hardware; and   

• other equipment such as cabling, switches, cooling equipment, generators, 
monitoring systems, and similar items used to operate exempt equipment. 

Exemption provides qualifying data center companies with 
substantial tax reductions  
Data center owners and their tenants, which can include a wide range of  businesses in 
sectors like technology, health care, financial institutions, and retail, can claim the data 
center sales and use tax exemption if  they meet eligibility requirements. To qualify, data 
centers must create a minimum of  50 jobs paying at least 150 percent of  the prevailing 
annual average wage in the locality where the data center is located and make a $150 
million capital investment. As noted above, the minimum thresholds are lower for dis-
tressed areas. Data centers and tenants reported saving $928.6 million in sales taxes in 
FY23 because of  the exemption, including state, local, and regional portions of  the 
tax (sidebar). The state portion of  the exempted amount was an estimated $683 mil-
lion, making it by far the state’s largest economic development incentive, with the next 
closest incentive valued at $74 million.  

Although approximately 30 data center companies (and their tenants, for colocation 
data centers) claim the exemption, most of  the tax savings accrue to a small number 
of  companies (Figure 2-6). Even so, the median savings for a data center company 
using the exemption was $5.4 million in FY23, and all but six companies saved $1 
million or more.  

This report includes 
higher estimates of the 
tax revenue impact of 
the data center exemp-
tion than was reported in 
prior years. Data centers 
using the exemption are 
now required to report 
to the Virginia Economic 
Development Partner-
ship their annual eligible 
exemption expenditures 
and tax benefits.  

The statewide retail 
sales and use tax in-
cludes a 4.3 percent state 
share, a 1 percent local 
option share, and addi-
tional 0.7 percent to 1.7 
percent regional share, 
depending on the re-
gion. In addition to col-
lecting revenue from the 
local option, localities tax 
data center property in 
other ways, as described 
in this chapter. 
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FIGURE 2-6 
Most of the tax savings from data center exemption go to only a few data 
center companies (FY23) 

 
SOURCE: JLARC staff analysis of data center exemption information reported to VEDP.  
NOTE: For colocation data centers, the tax savings is attributed to the data center owner rather than the individual 
tenant, because the data center owner is the “holder” of the MOU and the reporting entity.  

Exemption likely affects data center location and expansion decisions  
Data center companies consider several factors when determining where to locate, and 
state sales tax exemptions are regularly ranked among their top factors. The other top 
site selection factors are access to power, available land, workforce quality, customer 
needs, business-friendly regulatory climate, and utility and other costs. While it is im-
possible to precisely determine the exemption’s importance in data centers’ location 
decisions, representatives from data center companies indicated the exemption was a 
key consideration because it greatly reduces their costs. 

Data center companies view the exemption as important because their industry is cap-
ital intensive, and the exemption provides substantial savings on those investments. If  
a typical modern 250,000-square-foot data center costs $250 million to $325 million 
to build and equip, the exemption would provide an initial benefit of  about $9 million 
to $15.5 million in savings (depending on the locality). Companies also save on subse-
quent equipment purchases, usually made every five years when data centers replace 
and upgrade their computer equipment. For colocation data centers, the exemption is 
also important for meeting customer needs, because it provides savings to tenants who 
purchase their own equipment. 

Virginia is competing for data centers with other states that have 
similar exemptions 
Since the late 2000s, states have increased their efforts to attract data centers, primarily 
by adopting sales tax exemptions. In 2008, Virginia became the seventh state to adopt 
a sales tax exemption. (The initial exemption applied to very few localities and is no 
longer in effect, but a statewide exemption was adopted in 2010.) Today, the majority 
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of  states either have a sales tax exemption for data centers (34) or do not have a sales 
tax (4). All states bordering Virginia provide a sales tax exemption to data centers. (See 
Appendix E for a map of  states with a data center sales tax exemption.)  

Virginia competes with other states for new data center developments, especially states 
that also have primary markets. Most other primary markets are located in states with 
exemptions, with the exceptions being markets in California and the New Jersey por-
tion of  the New York-northern New Jersey market (Figure 2-7). These two markets 
have a relatively small data center presence considering their proximity to major pop-
ulation centers, the California market’s proximity to high tech firms in Silicon Valley, 
and the New Jersey market’s proximity to the U.S. financial center in New York City.    

FIGURE 2-7  
All primary data center markets in the U.S. have exemptions, except for 
California and northern New Jersey markets, which are relatively small 

 
SOURCE: JLARC staff analysis of Cushman & Wakefield 2024 Global Data Center Market Comparison.  
NOTE: Oregon (Hillsboro market) does not have a sales tax (which has similar effect of the exemption). “Northern 
Virginia” refers to an estimate of data center capacity in the traditional Northern Virginia market consisting of Fairfax, 
Loudoun, and Prince William counties and Manassas. The Cushman & Wakefield report also includes an estimated 
560 megawatts of capacity in Culpeper and Fauquier counties and the Richmond metropolitan region. 

Data center exemption has moderate economic benefits and return in 
revenue to the state compared with other incentives  
The data center exemption has moderate economic benefits and moderate return in 
revenue to the state compared with Virginia’s other economic development incentives. 
(See Data Center and Manufacturing Incentives, JLARC, 2019.) It is rated as moderate be-
cause it is similar to the economic benefits and return in revenue for the average in-
centive (Table 2-2). Like most economic development incentives, the data center ex-
emption does not pay for itself  when considering just the state portion of  the 
exemption cost and the state return in revenue.  
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TABLE 2-2 
Data center exemption has moderate benefits compared with other incentives 

 Annual average 
  Data center exemption Average Virginia incentive  
Economic impact per $1 million spent on the exemption 
Jobs added 84 jobs 58 jobs 
Income added $6 M $5 M 
Virginia GDP increase $10 M $9 M 
Impact on state revenue per $1 spent on the exemption 
Return in revenue per $1 spent 48¢ 41¢ 

SOURCE: Economic Development Incentives 2024, JLARC 2024.  
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3 Energy Impacts 
 

Virginia’s power grid is part of  the North American Eastern Interconnection, a mas-
sive energy infrastructure network that provides electricity to most states and several 
Canadian provinces east of  the Rocky Mountains. The grid comprises three key inter-
connected systems: generation, transmission, and distribution (Figure 3-1). Power gen-
eration in Virginia has historically come from a few large carbon fuel and nuclear 
plants, but is increasingly coming from renewable sources like solar and wind. The 
transmission system moves power in bulk over long distances from where it is gener-
ated to the area where it is consumed. Power is then reduced to lower voltages and 
provided to homes, businesses, and other consumers through the distribution system. 

FIGURE 3-1 
Power grid is a complex network of generation, transmission, and distribution 
systems 

 
SOURCE: JLARC staff. 
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Within the eastern power grid, Virginia is part of  the PJM regional transmission or-
ganization (Figure 3-2). PJM is a not-for-profit organization that coordinates genera-
tion and transmission operations and operates as a wholesale power market for its 
members, including utilities, independent power generators, and other energy compa-
nies. Within Virginia’s section of  PJM, the two main power utilities are Dominion and 
American Electric Power (AEP), which operate much of  the generation and most of  
the transmission that serve the state. Dominion and AEP (under its subsidiary Appa-
lachian Power Company, or APCO) are also the distribution utilities for much of  the 
state. However, a significant portion of  the state is served by 13 distribution coopera-
tives (the “co-ops”). Most co-ops purchase their power through another generation 
and transmission utility, the Old Dominion Electric Cooperative (ODEC), which op-
erates or partially owns a few power plants, and contracts for additional power, in and 
outside of  Virginia. The largest distribution co-op, the Northern Virginia Electric Co-
operative (NOVEC), purchases its own generation and operates one power plant. 

Virginia’s power utilities are subject to state and federal laws and are regulated by the 
State Corporation Commission (SCC) and the Federal Energy Regulatory Commission 
(FERC). One of  SCC’s key functions is to approve new generation and transmission 
projects. See Appendix F for more discussion of  generation and transmission projects’ 
potential impacts and how regulators and utilities try to minimize those impacts. 

FIGURE 3-2 
Virginia is part of PJM and relies on transmission and distribution utilities 

 
SOURCE: PJM and SCC maps. 
NOTE: MEC = Mecklenburg Electric Cooperative. REC = Rappahannock Electric Cooperative. Additional coopera-
tives that are not named above include A&N, BARC, Craig-Botetourt, Community, Central Virginia, Northern Neck, 
Powell Valley, Prince George, Southside, and Shenandoah Valley. There are also several small municipal power utili-
ties, and the investor-owned Eastern Kentucky Power Company serves a small portion of Southwest Virginia. 
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Data center industry is driving immense increase in 
energy demand and will require enormous new 
infrastructure investments 
Modern data centers consume substantially more energy than other types of  commer-
cial or industrial operations. For example, one of  the smaller data centers recently con-
structed in Virginia can draw up to 18 MW of  power (sidebar). This is roughly equiv-
alent to a mid-sized automobile assembly plant, 60 large commercial office buildings, 
or 4,500 homes. The largest new data centers can draw from 100 to over 200 MW 
each, which is more than most industrial consumers. Some planned data center cam-
puses are expected to consume well over 1,000 MW, once fully built out, which is more 
than the 950 MW generation capacity of  the state’s largest nuclear reactor.   

To evaluate the potential energy impacts of  the data center industry, JLARC staff  
commissioned an independent forecast of  unconstrained power demand growth in Vir-
gina, based on historical data trends. The unconstrained forecast shows what demand 
would be before accounting for constraints like the ability to build enough energy in-
frastructure to meet demand. JLARC staff  also commissioned an independent grid 
model to project what future generation and transmission infrastructure would be 
needed to meet (1) unconstrained demand and (2) half  of  unconstrained demand. The 
grid model also estimated infrastructure needs if  there was no new data center de-
mand, so that the effects of  data center growth could be separated from other effects 
on the grid. The demand forecast was developed by staff  from the Weldon Cooper 
Center for Public Service at the University of  Virginia, and the grid model was devel-
oped by energy consultant Energy + Environmental Economics (E3). See Appendix 
B for additional details. 

Data center industry is forecast to drive immense increase in energy 
demand  
The data center industry boom in Virginia has substantially driven up energy demand, 
and demand is forecast to continue growing for the foreseeable future. The state’s 
energy demand was essentially flat from 2006 to 2020 because, even though the pop-
ulation increased, improvements in energy efficiency offset that increase. However, by 
2024, PJM forecast an unprecedented 5.5 percent year-over-year growth in the Do-
minion transmission zone, mainly because of  increasing data center demand.  

JLARC’s independent forecast shows that unconstrained demand for power in Virginia 
is expected to double within the next 10 years, driven primarily by the data center 
industry’s growth (Figure 3-3). Almost all of  the demand growth is expected to occur 
in the Dominion transmission zone, which covers the Northern and Central Virginia 
regions, where most new data centers are being built. JLARC’s forecast largely matched 
the most recent PJM forecast. 

Data center power de-
mand is typically meas-
ured in megawatts 
(MW). A watt measures 
the amount of energy 
produced or consumed at 
any instant, and a mega-
watt is equal to 1 million 
watts. For example, a 100 
MW data center can con-
sume up to 100 MW of 
energy at a given point in 
time. Energy consump-
tion over time is typically 
measured in kilowatt-
hours (KWh) or mega-
watt-hours (MWh).  
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FIGURE 3-3 
Data center demand would drive immense increase in energy demand in 
Virginia, based on JLARC’s independent forecast and other forecasts 

 
SOURCE: JLARC staff consultant analysis. 
NOTE: Forecast is for Virginia. PJM forecast is the 2024 forecast for the Dominion transmission zone adjusted up-
ward to account for APCO; this adjustment had no effect on the trendline shown and was done so that the fore-
casts could be more easily compared.  JLARC’s independent forecast was developed using actual, historical energy 
use and employed advanced statistical methods to project use going forward. While JLARC’s forecast was checked 
against the data reported by utilities on future data center load requests, that data was not used to formulate the 
forecast. 

The first five years of JLARC’s unconstrained demand forecast are in line with the 
new data center load additions that are expected, based on existing utility service and 
data center construction agreements, data center projects that have been announced, 
and national energy research conducted by Lawrence Berkeley National Laboratory 
and the Electric Power Research Institute.   

New generation and transmission infrastructure will need to be built 
to help address data center demand 
JLARC’s grid model found that a substantial amount of  new generation and transmis-
sion infrastructure would need to be built in Virginia to meet unconstrained demand, 
or even half  of  unconstrained demand, and most of  the new infrastructure needs 
would be attributable to the growing data center industry (Table 3-1). For each of  the 
demand scenarios, the model considered the most feasible and economical approaches 
to meeting infrastructure needs with and without the requirements of  the Virginia 
Clean Economy Act (VCEA). The modeling was done using industry standard ap-
proaches and tools for electric utility and state energy planning purposes. It is based 
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on current state and federal laws and regulations. Some costs, such as the social cost 
of  carbon, were not explicitly included in the model. 

VCEA was enacted in 2020 to drive investment in renewable resources and requires 
the phaseout of  carbon-emitting generation in the state by 2050. (See Appendix G.) 
VCEA requires that an increasingly larger share of  the energy sold by the investor-
owned utilities, Dominion and APCO, to their retail customers come from renewable 
and in-state generation sources. While this results in slightly more generation being 
built in-state than would otherwise occur, it has little effect on new transmission infra-
structure needs and could increase the amount of  energy that is imported from out 
of  state. VCEA’s effects on renewable and in-state generation are not as pronounced 
as might be expected because the requirements for utilities to sell energy from these 
sources do not apply to the co-ops, and a majority of  projected data center growth 
(~60 percent) is expected to occur in co-op service territories. See Appendix H for 
additional details on generation capacity and energy sources expected under each sce-
nario. 

TABLE 3-1 
Addressing demand from data centers would require substantial investment in new in-state 
generation resources and transmission by 2040 

   Change from 2025 to 2040 
   Scenario 1:  

Unconstrained demand 
Scenario 2:  
Half unconstrained demand 

  Current system  No VCEA  VCEA No VCEA  VCEA 

Generation 
resources 
(in-state)  

36,000 MW  
capacity 

Net increase 

Data center share  

+54,100 MW 

+35,600  

+56,300 MW 

+34,300 

+31,200 MW  

+12,800  

+34,700 MW 

+12,700  

Transmission  
(interzonal) 

8,700 MW  
capacity 

Net increase 

Data center share 

+3,500 MW 

+3,500  

+3,500 MW  

+3,500  

+3,100 MW 

+3,100  

+3,100 MW 

+3,100  

Imported  
energy (net) 

38 TWh annual  
energy a 

Net increase 

Data center share 

    +62 TWh 

    +79b 

     +73 TWh 

    +92b 

    +24 TWh  

    +41b 

    +24 TWh 

    +43b 

SOURCE: E3 grid modeling analysis. Current system capacity and energy are derived from Energy Exemplar PLEXOS database.  
NOTE: Generation is in-state nameplate capacity that would need to be built, which can be significantly higher than the amount of en-
ergy produced by a resource over a year (e.g., Virginia solar facilities produce at around 25 percent of nameplate capacity). The model 
predicts new generation capacity would still be built even without data center growth, because the grid is expected to shift to cheaper 
renewable energy sources and construction of more in-state generation to reduce reliance on imports. Transmission shows only current 
and additional interzonal capacity needed for power exchange between the Dominion transmission zone and neighboring zones. It does 
not show transmission capacity or additions within the Dominion transmission zone. 
a TWh=terawatt hours. TWh are used to measure large amounts of energy consumed over time. One TWh = 1,000,000 MWh. 
b Data center share of imported energy is larger than the net increase because, without data center demand, imported energy would 
decline. For example, under Scenario 1 (no VCEA), energy imports would decrease −17 TWh from 2025 to 2040 without data center de-
mand. +79 TWh data center share −17 TWh = net increase of +62 TWh. 
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Building enough infrastructure to meet growing 
data center demand will be difficult under both 
forecast scenarios 
Historically, utilities and other PJM members have kept up with demand by building 
enough new generation resources and transmission to meet demand. Utilities have 
been able to do this because demand has increased slowly or been relatively flat over 
the past several decades, but the expected increase in demand from data centers will 
far outpace previous energy demand growth. If  utilities are unable to build enough 
new generation and transmission to keep pace with forecast data center demand, there 
are two likely outcomes: (1) they will delay the retirement of  older fossil fuel plants, 
and less economical plants, to the extent allowed by state and federal law, and (2) they 
will delay the addition of  new large load customers, mainly data centers, until there is 
adequate transmission and generation capacity to serve them. On the demand side, 
data centers will seek out markets where demand can be met and pursue ways of  con-
tracting for and generating their own power. While it is possible that enough infra-
structure could be built to meet growing data center demand in Virginia, it would be 
difficult to accomplish.  

It could be especially challenging to meet demand while also fully meeting VCEA re-
newable requirements. Dominion’s 2024 integrated resource plan indicates that it ex-
pects to meet VCEA renewable requirements for most, but not all, years between now 
and 2040 and expects to pay deficiency payments in some years (sidebar). In addition, 
in its previous 2023 plan, Dominion indicated it did not expect to meet VCEA require-
ments to retire carbon emitting assets that take effect in 2045. The previous plan stated: 
“Due to an increasing load forecast, and the need for dispatchable [i.e., easily scalable] 
generation, the [modeled planning scenarios] show additional natural gas-fired re-
sources and preservation of  existing carbon-emitting units beyond [the 2045] statutory 
retirement deadlines established in the VCEA.” The revised 2024 plan does not com-
ment on this and does not project out past 2040.  

Building enough infrastructure to meet unconstrained energy 
demand will be very difficult, with or without meeting VCEA 
requirements (Scenario 1) 
It will be very difficult to build new generation and transmission in Virginia fast 
enough to match unconstrained demand by 2040 (Scenario 1) and would require a 
massive and sustained build-out of  new renewable, carbon, nuclear, and storage facil-
ities (Figure 3-5). Build rates would have to greatly outpace what has been accom-
plished historically. Solar facilities would have to be added at about twice the annual 
rate they were added in 2024, and the amount of  new wind generation needed (8,800 
MW) would exceed the potential capabilities of  all offshore wind sites that have so far 
been secured for future development (7,400 MW). New natural gas plants would have 
to be added at a rate of  one large 1,500 MW plant almost every year (without meeting 

VCEA financially penal-
izes utilities that do not 
comply with renewables 
requirements by levying 
deficiency payments, but 
in practice, utilities may 
choose to pay those defi-
ciency payments if it is 
more economical or fea-
sible than securing new 
renewable generation. 
Statute directs any defi-
ciency payments col-
lected to be used in sup-
port of job training, 
energy efficiency, and re-
newable energy pro-
grams. The costs of defi-
ciency payments are 
recovered from utility 
customers. 
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VCEA requirements) or almost every 1.5 years (meeting VCEA requirements) for 15 
consecutive years, which would be faster than the rate they were added during the 
busiest build period of  the last decade in the state. Additional pipeline capacity may 
also need to be added to serve such a substantial increase in natural gas generation, 
which would create additional challenges. The unconstrained demand scenario would 
also require building more nuclear generation, presumably using new technologies. 

FIGURE 3-4 
Estimated generation mix needed to meet demand scenarios, with and without 
meeting VCEA requirements 

 
SOURCE: E3 grid modeling analysis. 
NOTE: The generation and transmission solutions generated by the model are tested to ensure they would produce 
a reliable system. Generation capacity is given in nameplate capacity, which can be significantly higher than the 
amount of power that can actually be expected after accounting for resource intermittency and downtime (firm ca-
pacity). The model predicts only interzonal transmission needed between PJM zones, but additional transmission 
would need to be built within the Dominion transmission zone. DR is demand response resources, which refer to 
customers who can reduce energy use during peak load events or add energy back on to the grid. The figure does 
not show what would need to be built if there were no new data center demand (Scenario 3). Under this scenario, 
the grid would be able to transition to a more renewable-based system with relatively less difficulty. 
a Carbon includes natural gas, coal, and oil. Biomass facilities are counted as renewable resources, per the VCEA. 
However, starting in 2045, E3’s grid model assumes natural gas plants would be converted to hydrogen fuel in each 
scenario when VCEA requirements are met. 
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To meet transmission needs, the state would have to increase interzonal capacity to the 
Dominion transmission zone by approximately 40 percent and construct additional 
transmission within the zone. Many of  the new transmission lines would need to be 
built in densely populated regions of  the state with limited options for siting new in-
frastructure. (Figure 3-4 shows only new interzonal transmission.) 

In addition to building new in-state generation and transmission, the state would need 
to more than double the amount of  energy imported from out of  state. Consequently, 
Virginia would be reliant on additional generation being built at a rapid pace in other 
states in the PJM region and would need these other states to build sufficient genera-
tion capacity to serve Virginia’s needs as well as their own. 

Building enough infrastructure to meet only half of unconstrained 
energy demand will be difficult (Scenario 2) 
It would likely still be difficult to build enough new generation and transmission to 
meet half  of  unconstrained demand by 2040 (Scenario 2). Meeting demand would also 
require a sustained build-out of  new renewable, carbon, nuclear, and storage facilities. 
Solar facilities would have to be added at a rate of  650 to 700 MW per year, which is 
substantial but lower than the 1,000 MW expected to be added in 2024. New nuclear 
generation would also be needed. 

If  VCEA requirements are not considered, the biggest challenge would be building 
new natural gas plants. New gas would need to be added at the rate of  about one large 
1,500 MW plant every two years for 15 consecutive years, which would be about the 
same rate Dominion added these types of  plants during its busiest period of  the last 
decade (2012 to 2018).  

If  it is assumed VCEA requirements are met, the biggest challenges would be building 
enough wind, battery storage, and natural gas “peaker” plants (sidebar). Wind genera-
tion needs would exceed the potential capabilities of  all secured offshore wind sites in 
Virginia. The amount of  new battery storage needed would be several times the small 
amount of  existing battery storage in Virginia but would be equivalent to what has 
already been installed in Texas and about half  of  California’s installed capacity. A sig-
nificant number of  new natural gas “peaker” plants would also be needed to help 
balance intermittent generation from renewables.  

Transmission needs would remain substantial under the half  of  unconstrained demand 
scenarios, especially in and around the Northern Virginia region, and building enough 
transmission capacity within a 15-year timeframe could be even more difficult than 
building enough generation. The amount of  energy the state would need to import 
would increase by over 50 percent.  

“Peaker” plants are 50 
MW to 150 MW facilities 
used intermittently to 
supplement other types 
of generation when there 
is not sufficient energy to 
meet demand. Histori-
cally, they have mostly 
operated at times when 
cooling and heating 
needs are the highest 
among households. How-
ever, as more solar and 
wind generation is incor-
porated into the grid, 
they can be used to pro-
vide energy when these 
renewables are not pro-
ducing (alongside battery 
storage). 
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New infrastructure projects face several challenges that make a rapid 
increase in construction difficult to achieve 
Under the most favorable circumstances, it takes five or more years to develop and 
build new generation facilities, limiting how fast they can be added to the grid. New 
generation projects face several challenges that could keep them from being built, in-
cluding community opposition (especially to solar and natural gas projects), long lead 
times to procure equipment, workforce constraints, and state and federal laws that 
limit what new carbon-emitting generation facilities can be built. PJM data shows that 
only a small percentage of  projects that submit applications are ever actually built 
(sidebar). 

A significant portion of  new generation would need to come from solar projects, 
which could face challenges acquiring enough land. Generally, a solar facility in Virginia 
needs five to 10 acres to produce one MW of  power. Assuming an average need of  
7.5 acres per MW, and the scenarios modeled above, JLARC staff  estimated that Vir-
ginia will have about 57,000 acres of  land devoted to utility-scale solar by 2025, and 
new projects could require from 73,000 to 165,000 additional acres by 2040, depending 
on the demand scenario. Utilities and independent generators could face significant 
challenges in acquiring and gaining local approval for this much additional land, given 
the resistance solar projects have already encountered in some Virginia communities. 

Small modular nuclear reactors have been identified as a potential future generation 
source. However, none have been successfully built in the United States, only a few 
exist worldwide, and this technology has not yet been proven to be a viable utility 
generation source. They also have high upfront costs that pose a barrier to their com-
mercial viability, and some communities may oppose them being built nearby. Other 
promising, emerging technologies that have not yet proven to be commercially viable 
at a utility scale are hydrogen generation, long duration battery storage, and floating 
offshore wind. 

Utilities also face challenges completing the many major transmission projects that will 
be needed to connect generation to data center markets, including the numerous new 
and dispersed renewable generation facilities that are expected to be built. For example, 
PJM’s goal is to have $3.5 billion in Virginia transmission projects that were proposed 
in December 2023 for Virginia, mostly to serve data center demand, to be in service 
by June 2027. This 3.5-year timeline is possibly unrealistic considering that major new 
transmission projects often take five to seven years to complete.  

PJM must study and ap-
prove the addition of 
most new utility-scale 
generation to the grid. 
PJM’s approval process 
became overwhelmed by 
small-scale renewable 
projects in 2022, which 
led to a two-year pause in 
approvals while PJM re-
formed its process. This 
pause may have affected 
the number of projects 
that have been built in re-
cent years, but project 
success rates were al-
ready low before the 
pause (29 percent in 
2018).  
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Demand growth raises concerns about system 
capacity and reliability, but existing utility 
requirements and processes limit risks  
Electrical utilities in Virginia have an obligation to serve any customer within their 
service territory, but they are not required to provide service immediately upon re-
quest. Their foremost responsibility is to ensure the reliability of  the power grid before 
adding any new, large customers like data centers. Federal and international bodies 
oversee transmission organizations and utilities and set reliability standards that PJM 
and Virginia utilities must follow (sidebar). The state also sets its own requirements for 
utilities, which SCC is responsible for enforcing. These requirements and processes are 
intended to identify future reliability problems and ensure they are resolved before the 
grid is affected. 

Generation capacity concerns are partially addressed through PJM 
requirements and utility planning processes, but risks remain 
PJM protects grid reliability by requiring utilities to secure enough generation capacity 
to meet the next three years of  projected customer demand, plus a reserve margin to 
account for peak load (i.e., high energy use) events like hot summer days.  The regional 
PJM grid appears to have sufficient generation capacity to meet current demand with-
out causing any system reliability concerns. However, PJM estimates the grid could 
run out of  needed reserve capacity by 2030, even under optimistic assumptions for 
adding new generation (Figure 3-5). If  utilities are not able to secure enough capacity 
to meet projected demand, they would have to delay adding new load or shed existing 
load to meet capacity requirements and maintain system reliability. 

Although PJM sets minimum capacity requirements for utilities, there is some uncer-
tainty in whether regional generation will be sufficient because it is not centrally 
planned. PJM does not plan for and identify specific generation projects that are 
needed (like it does for transmission), cannot direct new generation to be built, does 
not own or operate any generation sources (like a utility), and cannot stop a utility or 
independent operator from retiring an existing generation facility (although it can offer 
“reliability must run” payments to keep a facility open in the short term). Virginia 
cannot address these structural issues because PJM is federally regulated, not state reg-
ulated. PJM is aware of  generation capacity concerns and is working to try and address 
them. 

 

Federal Energy Regula-
tory Commission (FERC) 
oversees the nation’s 
electrical grid.  

North American Electri-
cal Reliability Corpora-
tion (NERC) sets reliabil-
ity standards for the grid.  
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FIGURE 3-5 
PJM projects available generating capacity could decline below reserve levels 
within a few years  

 
SOURCE: JLARC staff analysis of PJM data and reports. 
NOTE: PJM’s reserve capacity projections were prepared in February 2023, using its 2023 demand forecast. PJM has 
since revised its demand forecast upward and in August projected a potential 1,663 MW shortfall in total capacity 
by 2029/2030. 

At the state level, utilities protect grid reliability by planning to meet their own gener-
ation needs and PJM capacity requirements. Dominion and APCO—Virginia’s two 
investor-owned utilities—are required to develop integrated resource plans that de-
scribe how they will meet capacity needs and submit them to SCC as part of  a litigated 
proceeding. SCC holds public hearings to review the plans and gain perspectives from 
the utility, SCC staff, and other stakeholders, such as environmental groups and busi-
ness interests. Despite disagreements over utility plans (sidebar), this process ensures 
the state’s largest utilities plan to meet future generation needs and that these plans are 
scrutinized by regulators and stakeholders. Virginia co-ops also plan for their future 
generation needs, although the process is not as formal or subject to the same scrutiny. 
Most co-ops plan to purchase energy for data center customers from the PJM market 
rather than building generation to serve data center energy needs. 

Individual utility planning does not guarantee that the generation resources needed for 
the whole PJM region will be built, which contributes to uncertainty about the suffi-
ciency of  future capacity. Both investor-owned utilities and co-ops plan to fulfill some 
future share of  their energy demand with energy imported from elsewhere in the PJM 
market and, as discussed above, there is some uncertainty in whether regional genera-
tion will be sufficient to meet that demand. Growing demand from the data center 
industry in other states, such as the growing Chicago and Ohio markets, could limit 
how much energy is available to be imported by Virginia utilities. 

Stakeholders sometimes 
contest whether the inte-
grated resource plans de-
veloped by utilities pro-
vide the best generation 
solutions for meeting fu-
ture demand, or whether 
proposals conform to 
state law. For example, 
SCC staff recommended 
that Dominion’s most re-
cent 2023 plan be denied 
over VCEA compliance 
concerns, and the plan 
was not approved by the 
Commission.  
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Transmission reliability concerns appear to be effectively addressed 
through existing PJM and utility planning processes 
PJM and utility transmission owners centrally identify the impacts large loads are ex-
pected to have, and how those loads can be brought on safely without causing trans-
mission reliability problems. At the project level, transmission owners like Dominion 
are required to study how the addition of  a proposed data center (or any other large 
load) would affect the transmission system. These interconnection studies determine 
if  the existing transmission system is sufficient to handle the load or if  upgrades are 
needed to avoid violations of  national reliability standards, such as excessive voltage 
incidents or outages. At the system level, both PJM and transmission owners must 
review the expected cumulative impact of  demand growth on the transmission system, 
from proposed data centers and all other sources, and identify needed improvements 
(sidebar). Utilities cannot add new large loads to the grid, including from data centers, 
until identified transmission improvements are made. For example, if  a new transmis-
sion line is needed for proposed data centers in Northern Virginia, utilities cannot add 
new data center loads until that line is operational. 

Transmission planning processes appear to be working properly to protect reliability. 
In 2022, Dominion paused adding new data center loads in Loudoun County for three 
months as it worked to resolve regional transmission constraints.  Since then, Domin-
ion has incrementally added new data center loads in Loudoun to ensure new additions 
do not compromise the reliability of  the transmission system. The utility expects the 
constraints that limit new load additions will not be fully resolved until 2025. Similarly, 
in July 2024, Dominion sent a letter to customers informing them that future large 
load additions to any part of  the Dominion transmission zone are expected to take 12 
to 36 months longer than they have previously taken so that the utility can appropri-
ately plan for and connect the “record pace” of  new load requests to the transmission 
system. 

State could clarify that utilities can delay the addition of new, large 
loads if necessary to protect grid reliability 
If  utilities are unable to build enough new infrastructure to keep pace with energy 
demand, one of  the main ways they can protect grid reliability is by delaying the addi-
tion of  new large load customers until there is adequate generation and transmission 
capacity. Utilities appear to have the authority to delay large load additions for trans-
mission-related concerns because this has already been done without legal objections. 
It is less clear if  utilities are allowed to delay adding new load because of  generation 
concerns. For example, representatives from one co-op utility indicated they did not 
believe they had the authority to provide less load than requested or delay new load 
additions for capacity, costs, or other reasons. The state could explicitly give utilities 
the authority to delay additions of  new large loads if  it is necessary to maintain grid 
reliability and avoid exceeding available generation or transmission capacity con-
straints. 

PJM evaluates the over-
all transmission system 
through its annual Re-
gional Transmission Ex-
pansion Plan (RTEP). Un-
der the RTEP process, 
both PJM and transmis-
sion owners assess the 
potential impacts of ex-
pected changes in de-
mand and generation to 
see if and where stand-
ards violations or other 
reliability concerns could 
occur. They then solicit or 
propose system improve-
ments, such as new trans-
mission substations and 
lines, to address identi-
fied problems. 
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RECOMMENDATION 2 
The General Assembly may wish to consider amending the Code of  Virginia to clarify 
that electric utilities have the authority to delay, but not deny, service to customers 
when the addition of  customer load cannot be supported by the transmission system 
or available generation capacity. 

Some stakeholders have asserted that the state should have a process for determining 
whether demand from large load data center customers should be met, not just how it 
should be met. In theory, the state could require evaluation of  large load requests and 
allow requests to be denied through the existing SCC case process. However, this 
would be a shift in the historical U.S. electric utility paradigm and could be subject to 
legal challenges. 

State could encourage or require data centers to 
take actions to help address their energy impacts, 
but actions would have marginal impact on demand 
Virginia’s growing data center industry is projected to greatly increase energy demand 
and will require construction of  new generation and transmission infrastructure be-
yond what would have otherwise been built. Although regulators and utilities have 
requirements and processes in place to manage risks to grid reliability, new infrastruc-
ture projects can put VCEA renewable energy goals at risk, affect local communities 
and natural and historic resources (Appendix F), and affect customers’ utility rates 
(Chapter 4). Data center companies could help address their energy impacts by  

• promoting development of  renewable energy generation, 

• participating in demand response programs, and 

• managing energy efficiency. 

Many data center companies are already taking some of  these steps, and the state could 
encourage or require further action. Data center companies are also exploring options 
for generating their own power, but it is unclear if  this would address their impacts on 
the main power grid (Appendix I).  

While these actions could have a marginal effect on data centers’ energy impacts, they 
will not substantially reduce their energy demand or the challenges posed by growing 
demand.  

Data centers could adopt more effective strategies for promoting 
renewable energy, but these would not lower their energy demand 
Data center companies—including the four hyperscaler companies that account for a 
vast majority of  the industry in Virginia—have carbon neutral policy goals that en-
courage investment in new, renewable generation. Some companies also directly invest 
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in renewable energy projects in the PJM region and the development of  new technol-
ogies, like small modular nuclear reactors. The scale of  industry efforts is not easily 
quantifiable, so it is uncertain how much these efforts could help offset the industry’s 
growing demand in Virginia.  

Virginia’s data center industry could be encouraged to further support investment in 
renewable energy and a reliable, decarbonized grid within the PJM region. The state 
already partially encourages this through VCEA’s Accelerated Renewable Buyers 
program. Under the program, large customers with loads over 25 MW, which in-
cludes most data centers, can get credit for their purchases of renewable wind and 
solar energy made in the PJM region. Those credits go to offset what a utility charges 
customers for the utility’s renewable generation projects, providing a financial incen-
tive to participate. The program could be expanded to include utility-scale battery en-
ergy storage systems. Battery storage is needed because it can store and provide en-
ergy during periods when intermittent solar and wind generation is not producing 
power. Although battery storage systems do not count as net new generation, 
providing a financial incentive to invest in these resources is beneficial because of 
their importance in balancing loads from renewables. Any credit for using battery 
storage should be a partial credit per MW, based on capacity provided rather than 
energy consumed, and account for electric load carrying capacity (ELCC). ELCC is 
essentially a measure of the system energy contributions a given type of resource 
provides, and PJM assigns and regularly revises ELCC ratings. Currently four-hour 
battery storage has an ELCC rating of 59 percent for 2025/20026, meaning that a 
partial credit of 59 percent could be allowed for each MW of capacity purchased 
from battery storage resources.  

RECOMMENDATION 3 
The General Assembly may wish to consider amending the Code of  Virginia to expand 
the Accelerated Renewable Buyers program, which allows large customers of  energy 
utilities to claim credit for purchases of  solar and wind energy to offset certain utility 
charges, to also allow customers to claim partial credit for purchases of  capacity from 
battery energy storage systems based on the current PJM electric load carrying capacity 
rating. 

The program could be further expanded in the future to include other renewable or 
non-carbon energy sources, such as hydrogen generation and small modular reactors. 
This could help bring more generation resources online to serve growing data center 
demand but would not reduce energy demand. 

Demand response programs could have a more meaningful impact on 
energy consumption 
Under demand response programs, utility customers agree to reduce their power use 
or send power back to the grid during peak load events. This reduces the need for 
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additional generation and transmission to meet peak loads, and customers benefit by 
not getting billed higher peak load energy prices. Demand response programs are an 
effective way to reduce the need for new generation and transmission. As data centers 
become an increasingly large share of  Virginia’s base energy load, their participation 
in demand response programs could reduce the need for new infrastructure.  

Data center companies in Virginia do not currently participate in demand response 
programs. Company representatives indicated that they have little flexibility to de-
crease energy use during peak load events because energy use is driven by computing 
activity, and computing activity is driven by customer and end user demand. From a 
business perspective, data center companies have strong incentives to keep facilities 
fully operational to meet their customer and end-user computing needs, and these typ-
ically outweigh financial incentives offered by voluntary utility demand response pro-
grams.  

Despite limitations, there appear to be several viable ways that data center companies 
could participate in demand response programs. These include options for reducing 
demand during peak load events and adding energy to the grid during such events to 
offset a portion of  their demand. Companies could 

• shift some computing activity to other facilities outside of  the region during 
peak load events, 

• make operational adjustments that temporarily reduce energy use within the 
facility, such as small temperature adjustments for short periods, or 

• install more environmentally friendly backup generators that are permitted to 
operate in non-emergency situations (sidebar), which could range from all gen-
erators at a facility to a subset of  the generators used, or 

• host battery storage systems that could serve as both a general utility and a 
demand response resource.  

JLARC’s consultant modeled the energy impact if data centers participated in de-
mand response programs by using battery storage or backup generators to reduce or 
offset the equivalent of 10 percent of their load in a peak load emergency. The model 
found data centers could provide 2,000 to 2,400 MW of capacity value to the grid, 
which would slightly reduce the need for new in-state generation and transmission. A 
key consideration is that these demand response capabilities would have to be in 
place before new generation is added to have maximum effect. 

Without state direction, most data center companies appear unlikely to participate in 
demand response programs. The state should not require a specific demand response 
method because different approaches may be more or less feasible for different com-
panies. Instead, the state could direct utilities to implement a demand response pro-
gram for large data center customers, such as any customer over 25 MW, and require 
these customers to participate in the program. This requirement could be phased in 

Most data centers 
backup generation’ 
comes from Tier 2 diesel 
generators, which cannot 
and should not be used 
as a demand response re-
source because of their 
emissions (nitrogen ox-
ides, carbon monoxide, 
and particulate matter). 
Natural gas and Tier 4 
diesel generators have 
lower emissions and can 
be used for demand re-
sponse under state and 
federal law. Backup gen-
eration is discussed more 
in Chapter 5.  
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gradually to give companies time to work with utilities on demand response solutions 
and participation levels (e.g., MW or percentage of load a customer will commit) that 
are feasible for all parties. The requirement could be initially limited to investor-
owned utilities and later expanded to include co-ops. 

RECOMMENDATION 4 
The General Assembly may wish to consider amending the Code of  Virginia to require 
that utilities establish a demand response program for large data center customers and 
to require that these customers participate in the program. 

Improving data center efficiency makes better use of energy but is 
likely to have only a marginal impact on demand  
Data centers can improve energy efficiency in two primary ways. First, they can use 
newer and more efficient computer chips; computing activity ultimately drives almost 
all energy use in a data center. Second, they can improve the efficiency of  their building 
systems, especially the cooling systems that account for most of  the remaining energy 
use.  

To promote energy efficiency, the state could encourage data center companies to meet 
an energy management standard, such as the International Organization for Standard-
ization’s (ISO) 50001. ISO 50001 requires organizations to set improvement goals, 
continually measure and evaluate outcomes, and revise policies to better achieve en-
ergy goals. An energy management standard can be fairly applied to all companies 
regardless of  their business model. It is also preferable to requiring green building 
standards, such as Leadership in Energy and Environmental Design (LEED) building 
standards. Building standards could be required for new construction but may be un-
reasonable to retroactively apply to existing facilities.  

The state could encourage data centers to adopt an energy management standard by 
making the state’s sales and use tax exemption contingent on adoption. Many data 
center companies already set energy efficiency goals and policies, and a well-designed 
state incentive would complement these efforts and encourage other companies to 
adopt similar goals and policies.  

POLICY OPTION 1 
The General Assembly could consider amending the Code of  Virginia to require that, 
as a condition of  receiving the sales tax exemption, data center companies meet and 
certify to an energy management standard, such as the International Organization for 
Standardization’s 50001 standard for energy management. 

Recent legislation proposed requiring data centers to meet a specific Power Usage Ef-
fectiveness (PUE) ratio. The efficiency of  cooling and other building systems in data 
centers is commonly measured using a PUE ratio. However, PUE does not indicate a 
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data center’s overall energy efficiency; it measures only the efficiency of  cooling and 
other building systems that support facility operations. The data center industry has a 
strong market incentive to be energy efficient because energy is one of  their largest 
operating costs. Requiring a specific and narrow requirement, like meeting a specific 
PUE ratio, could have unintended consequences, and could not be as widely applied 
as the ISO 5001. (See Appendix J for additional information on PUE.) 

Energy efficiency in general is an important goal for the data center industry, but effi-
ciency improvements are unlikely to reduce the industry’s overall energy demand. Cur-
rently, the data center industry is growing fast, demand for energy exceeds the available 
supply, and companies want to maximize the value of  their multimillion-dollar assets. 
Consequently, any energy saved from efficiency gains is likely to be used to perform 
more computing activity. One company representative noted “at the end of  the day, a 
200 MW data center is going to be a 200 MW data center.”   
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4 Energy Costs 
 

Utilities incur costs to build, operate, and maintain the energy grid and provide power 
to customers. These costs are ultimately recouped through rates charged to customers 
(Figure 4-1). The main principle underlying utility rates is that the rates charged to 
different types of  customers should recover costs that are approximately equal to the 
costs of  serving those customers.  

FIGURE 4-1 
Utilities recover costs through rates charged to customers 

 
SOURCE: JLARC staff analysis. 

Utilities group their customers into classes of  similar users, based on their cost of  
service. While the exact customer classes vary slightly among utilities, they generally 
fall into three groupings:  

• residential customers,  
• small to medium commercial customers, and  
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• industrial and other large commercial customers.  

Within each customer class, customers are charged three categories of  rates: genera-
tion, transmission, and distribution rates. Each rate is intended to recover costs related 
to that part of  the system. For example, generation rates recover costs associated with 
operating power plants, constructing new plants, purchasing energy, and securing gen-
eration capacity from third parties. Transmission rates recover the cost of  building and 
maintaining transmission lines. Distribution rates recover costs of  building and main-
taining substations, street-level powerlines, and other infrastructure needed to serve 
end-use customers. Utility rates sometimes include “riders” or “rate adjustment 
clauses” specifically intended to capture the cost of  new infrastructure (e.g., a genera-
tion plant) or a specific initiative (e.g., grid modernization). Some costs can also be 
directly assigned to customers.  

The State Corporation Commission (SCC) regularly reviews and approves utility rates 
to ensure they are reasonable. For example, SCC reviews Dominion’s rates every one 
to two years, depending on the rate type. SCC reviews consider if  a utility is over- or 
under-collecting costs by customer class and whether any changes are needed to ad-
dress any allocation issues. In making its determinations, SCC examines cost of  service 
studies and other information presented by the utility and sometimes performs its own 
independent analysis. SCC’s responsibilities are established in state law. 

Data centers are currently paying full cost of service  
JLARC staff  commissioned an independent study of  utility cost recoveries under cur-
rent rate structures to see if  the data center industry is paying for its current costs 
(sidebar). The study focused on rates charged by Dominion, the Northern Virginia 
Electric Cooperative, and the Mecklenburg Electric Cooperative (the co-ops) because 
most existing data centers are located in their service territories. The study found that 
current rates appropriately allocate costs to the classes and customers responsible for 
incurring them, including data center customers. For example, the consultant’s inde-
pendently derived cost allocations for Dominion closely match the ones that the utility 
uses to set its rates, with only a few small differences for residential and large customer 
rates (Table 4-1). This finding is corroborated by SCC reviews of  utility cost recoveries, 
especially its biennial reviews of  Dominion’s rates. 

Utilities try to ensure data center customers pay the costs they incur in several ways. 
Dominion groups data centers into the same class with similar industrial and large 
commercial customers, charges rates based on energy and system use, and ensures 
recovery of  costs associated with any new distribution infrastructure for data centers 
through contractually required minimum payments. Co-ops essentially treat data cen-
ters as their own customer class, charge rates based on energy and system use, and 
directly assign distribution costs for data centers to each specific customer. Co-ops 
take additional steps to separate the energy sources they use for data centers from the 
sources they use to serve the rest of  co-op customers. 

JLARC’s cost recovery 
study was performed by 
energy consultant E3. See 
Appendix B for additional 
details. 
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TABLE 4-1 
Consultant’s independent cost allocations closely match allocations Dominion 
uses to set customer rates 
 Generation-related costs Transmission-related costs 

Customer class 

Independent 
consultant  
allocation 

Dominion  
allocation 

Independent 
consultant  
allocation 

Dominion  
allocation 

Residential 40% 41% 53% 55% 
GS-1 (small non-residential) 5% 5% 5% 5% 
GS-2 (intermediate) 14% 14% 12% 12% 
GS-3 (large, secondary voltage) 15% 15% 12% 11% 
GS-4 (large, primary voltage, in-

cludes most data centers) 
26% 26% 18% 16% 

Total 100% 100% 100% 100% 

SOURCE: E3 analysis and Dominion rate schedules. Numbers may not sum because of rounding. 
NOTE: GS = General Service. Table does not show churches or outdoor lighting customer classes because <1%. 

Growing energy demand from data centers is likely 
to increase other customers’ costs  
Utility rates recover the cost of  operating and maintaining the current system and any 
new infrastructure that must be built. Even though current rate structures appropri-
ately allocate costs across customers, data centers’ increased demand will likely increase 
system costs for all customers, including non-data center customers. This is because 
current utility rate structures are not designed to account for sudden, large cost in-
creases from the construction of  new infrastructure to serve a relatively small number 
of  very large customers. 

JLARC’s consultant modeled the potential cost impacts of  data center demand result-
ing from increased infrastructure needs. The model estimated costs under the two de-
mand growth scenarios from Chapter 3: (1) unconstrained demand and (2) half  of  
unconstrained demand, both with and without VCEA compliance. For this exercise, 
the model focused on cost and rate impacts in the Dominion transmission zone where 
most data centers are expected to be located (sidebar).  

Generation and transmission costs are expected to increase from 
growing data center demand and will likely affect non-data center 
customers 
Utility costs are likely to increase from the fixed costs of  new infrastructure that will 
need to be built to address data center demand and the increase in prices as energy 
supply becomes constrained. Costs for the Dominion transmission zone could in-
crease by an estimated $16 billion to $18 billion by 2040 under the unconstrained de-
mand scenario, depending on if  VCEA requirements are met. Costs could increase by 
$8.5 billion to $10 billion under the half  of  unconstrained demand scenario. In both 

Dominion transmission 
zone includes the North-
ern, Central, and Tide-
water regions of Virginia. 
These regions include 
Dominion’s distribution 
service territory and the 
distribution territories of 
most of the state’s elec-
tric cooperatives. See 
Chapter 3 for a map of 
the zone. 
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scenarios, most of  the projected cost increases are attributable to growing data center 
demand. Costs do not reflect the full up-front capital costs of  building new generation 
and transmission infrastructure, because these costs are amortized and collected from 
customers over a period of  20 to 40 years. Instead, they reflect the share of  capital 
costs that would need to be recovered from customers each year, plus operating costs 
and energy purchases.  

Because generation and transmission costs are passed on to customers based on their 
actual usage, a substantial share of  these costs would be recovered from the growing 
data center industry. However, a share of  cost increases would be borne by other cus-
tomers in three ways. First, a large amount of  new generation and transmission would 
need to be built that would not otherwise be built, creating fixed costs that utilities 
would recover over the next several decades. A portion of  these costs would be paid 
by non-data center customers. Second, because it would be difficult to provide enough 
energy supply to keep pace with growing data center demand, energy prices would 
increase for all customers (sidebar). Third, if  utilities are more reliant on importing 
power to meet demand, they may not always be able to secure lower-cost power and 
would be more susceptible to spikes in energy market prices. These higher overall costs 
are likely to affect all customers, proportional to their energy use. 

Distribution cost increases are likely to be assigned mostly to data 
centers and not other customers 
Data center loads are typically so large that they are not served from the regular distri-
bution system and are instead connected directly to transmission lines from a substa-
tion that serves one or a few data center customers. Consequently, the main distribu-
tion costs that data centers incur are for building and maintaining these substations.  

Utility rate structures appear to effectively insulate other customers from paying for 
distribution costs associated with data centers. Dominion recovers data center distri-
bution costs by charging them its standard industrial and large commercial customer 
class rates, but it also contractually requires data centers to make minimum payments 
that fully recover the cost of  the distribution substations built to serve them. In addi-
tion, Dominion charges data center customers directly for any “surplus” equipment 
(e.g., redundant connections requested by the customer). Co-ops require data centers 
to directly pay all costs associated with new substations as they are constructed. 

There is one way that growing demand from data centers could indirectly increase 
distribution costs for other customers. As data center demand grows, some transmis-
sion lines could be upgraded to higher voltages to meet demand. For example, an ex-
isting 115kV transmission line could be upgraded to a 230kV line. This can require 
distribution-side upgrades to all existing substations connecting to the high voltage 
line, including those that serve and are paid for by non-data center customers. The 
cost impacts of  potential substation upgrades are uncertain because they cannot easily 
be modeled across the system.  

Building enough gener-
ation and transmission 
infrastructure to meet 
data center energy de-
mand would be difficult 
because it requires con-
structing enormous 
amounts of new infra-
structure. In addition, un-
constrained demand sce-
narios would require 
building infrastructure 
faster than has been his-
torically possible. See 
Chapter 3 for additional 
details. 
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Residential customers could experience cost 
increases that current utility and regulatory rate 
reviews cannot fully address 
Utilities recover costs, including any future cost increases, through rates charged to 
customers. Rates are regularly reviewed by utilities, SCC, and the Federal Energy Reg-
ulatory Commission (FERC) to ensure costs are being properly assigned to customers 
(sidebar). Rate reviews ensure that system costs are being allocated in a way that best 
reflects which customers are responsible for incurring costs. For example, in 2019, 
Dominion received FERC approval to revise how transmission costs are allocated to 
utilities within its transmission zone, which effectively assigned a greater share of  costs 
to large customers and reduced residential transmission costs by about 10 percent. 
While current rate structures will assign a larger portion of  costs to data centers over 
time, rates are not designed to isolate other customers from cost increases driven by 
the expected system-transforming increase in data center demand. 

Residential rates are likely to increase because of costs associated 
with growing data center demand 
JLARC’s consultant modeled how residential rates for Dominion customers might be 
affected by growing demand, assuming utilities and regulators use current practices to 
regularly reallocate costs. Dominion was chosen because of  its large size and concen-
tration of  data centers. Residential rate changes were a key focus because they show 
how Virginia households could be affected and are indicative of  how other customers, 
such as businesses, might be impacted.  

Using the consultant’s analysis, JLARC staff  estimated that a typical residential cus-
tomer with monthly consumption of  1,000 kWh could experience generation- and 
transmission-related costs increasing by an estimated $33 per month by 2040 under 
the unconstrained demand scenario. Factoring in VCEA requirements would increase 
monthly costs by four dollars. However, building enough infrastructure to meet un-
constrained demand would be very difficult. Under the half  of  unconstrained demand 
scenario, which is still difficult to achieve, the total cost is estimated to increase by 
around $14 per month (Table 4-2), whether or not VCEA compliance is assumed.  

The rate changes shown here represent the share of generation and transmission rate 
increases that could be attributed to growing data center demand. Dominion’s total 
residential bill projections, from its integrated resource plan, show much larger over-
all increases than the numbers reported here. Dominion’s projections apply to the 
whole residential customer bill and include several costs that are not captured in 
JLARC’s analysis, such as distribution costs and the cost of some additional trans-
mission and generation projects that may not be solely attributable to data centers. 
Dominion’s residential bill projections are also in nominal dollars that have been ad-
justed upward using an inflation assumption, whereas JLARC’s are held in constant 

Utilities regularly review 
their rates as required by 
state and federal laws. 

SCC reviews and ap-
proves changes to gener-
ation, transmission, and 
distribution rates charged 
by utilities serving Vir-
ginia customers, such as 
Dominion and the co-
ops. 

FERC reviews and ap-
proves changes to how 
transmission costs are al-
located to PJM and how 
transmission operators al-
locate cost to utilities. 
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(or real) 2024 dollars to show the real growth of costs that consumers will experi-
ence, independent of inflation. Dominion used a demand forecast that is similar to 
JLARC’s unconstrained demand forecast and substantially higher than the half of un-
constrained demand forecast. 

TABLE 4-2 
Generation- and transmission-related costs for residential customers would 
increase by 2040 because of data center demand (Dominion example) 

 

Projected increase in generation & transmission charges  
(not including distribution charges & some transmission 
costs; 2024 constant dollars) 

  2030 2040 
Typical monthly residential generation  
and transmission charges (2023) 

 $90 $90 

Scenario 1: Unconstrained demand    
- VCEA (very difficult to achieve)  +$23 +$37 
- No VCEA (very difficult to achieve)  +$22 +$33 

Scenario 2: Half unconstrained demand    
VCEA (difficult to achieve) +$7 +$14 
No VCEA (difficult to achieve) +$6 +$14 

SOURCE: JLARC staff analysis of E3 model results and Dominion 2024 integrated resource plan. 
NOTE: Typical monthly residential charges are the sum of the amount billed to Dominion residential customers as-
suming typical use of 1,000 kWh. Does not include potential increases in distribution and several other charges that 
customers typically pay for. Does not capture the cost of the many intrazonal transmission projects that would be 
needed or generation projects that are not attributable to data center demand. 

Utilities could help insulate customers from systemwide cost increases 
with new data center customer class and rate-setting approaches 
Historically, adding new customers to the energy grid, even large load customers like 
manufacturers, has not increased costs for other customers because additions have 
been gradual, and the existing system has had enough capacity to serve them. However, 
addressing the needs of  the fast-growing data center industry, even if  only half  of  
unconstrained demand is met, would require increasing generation capacity by 80-to-
90 percent and transmission capacity 36 percent by 2040. Current utility rate structures 
are not designed to account for sudden, large cost increases from new infrastructure 
construction to serve a relatively small number of  very large customers. New ap-
proaches would be needed to isolate residential and other customers from cost in-
creases.  

Establishing a separate data center customer class is a first step utilities could take to 
help insulate residential and other customers from the energy cost impacts of  the in-
dustry. Utilities already have the authority to create separate rate classes with SCC ap-
proval. Creating a separate data center customer class would allow costs to be more 
closely allocated to data centers and provide utilities with more flexibility over how to 
charge rates. Co-ops essentially treat data centers as their own customer class already, 
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so this change would only affect Dominion, which groups data centers with other 
industrial and large commercial customers. The General Assembly could require Do-
minion to establish a separate data center customer class, although historically the leg-
islature has not set such detailed requirements in statute. 

Establishing a separate data center customer class alone would not fully insulate other 
customers from cost impacts. Utilities, with SCC approval, would also need to establish 
new cost allocation methodologies that assign a greater share of  generation and trans-
mission fixed costs to the new data center customer class. For example, they could 
design rate structures that directly assign some fixed generation or transmission costs 
to a new data center customer class, or an increased share of  those costs to the new 
class.  

Rates may also need to be adjusted more frequently to insulate other customers from 
data center-driven costs. Currently, rate adjustments occur only every one to two years 
and can over or underestimate actual cost growth. For example, under Dominion’s 
current biennial rate review, generation costs are reallocated and rates are adjusted 
every two years, based on forecast energy demand. While forecasts expect data center 
demand to increase, accurately forecasting the industry’s rapid growth is challenging 
because of  the many factors that can affect demand in a given year. Consequently, new 
rates may not fully account for shifts in how costs are being incurred across customer 
classes in the years in between biennial reviews. For example, if  the company allocates 
55 percent of  costs to residential customers, but rapidly growing data center demand 
results in residential customers only being responsible for 52 percent of  costs during 
the biennium, the costs recovered from residential customers could be higher than the 
costs they incur. This could also potentially work in the other direction, with residential 
customers being undercharged if  costs are under-allocated based on forecasts. 

Utility cost allocation and rate design are complex and highly technical, and the prac-
ticality and legality of  any changes require detailed analysis to be fully understood. For 
this reason, utilities and SCC are in the best position to address future cost concerns 
through cost allocation and rate design changes. SCC is proactively looking into cost 
concerns from the data center industry and has scheduled a technical conference for 
December 2024 to explore the effects of  the increasing number of  data centers and 
other large-load customers on Virginia’s utilities, ratepayers, and power grid. The con-
ference will provide participants an opportunity to identify ways to address the cost 
concerns noted here and throughout this chapter.  

Even if  new customer classes and rate-setting methodologies are established, it may 
not be possible to isolate any customers from the cost impacts of  higher energy prices 
(discussed above). In addition, energy prices in Virginia could still be affected by data 
center demand even if  data center growth is slowed in the state, because industry 
growth could shift to other states in the PJM region, increasing energy prices through-
out the region. 
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Data center growth creates additional financial risks 
to utilities and their customers 
The growth of  the data center industry presents several additional, but so far unreal-
ized, financial risks to utilities and their customers. These risks largely result from the 
sheer size of  the data center industry’s energy demand relative to all other customers. 
These risks exist with the current size of  the data center industry and will increase as 
the industry grows. Utilities have several mechanisms they use to manage financial 
risks from large data center customers, from planning processes to contracts, but these 
may not always be sufficient to mitigate the risks posed by the industry. 

Data center demand could drive generation and transmission 
infrastructure to be overbuilt, stranding costs with existing customers 
One of  the main risks posed by the data center industry’s rapid growth is that utilities 
will build more energy infrastructure than is needed if  forecast demand does not ma-
terialize as expected, or one or more large data centers close. Overbuilding could 
strand utilities with infrastructure costs that would have to be recouped from their 
broader customer base. This would drive up costs for all customers, including residen-
tial and other non-data center customers. The overbuilding risk is mostly associated 
with generation and transmission, not distribution (sidebar). It is also more of  a con-
cern for Dominion than the co-ops, because Dominion builds generation to meet all 
customer needs and is responsible for transmission, whereas co-ops purchase most en-
ergy for their data center customers and are not directly responsible for transmission.  

Generation could be overbuilt if  a substantial portion of  the expected data center 
demand does not materialize, or if  there is a decrease in that demand overtime. As a 
result, non-data center customers would pay a larger share of  the fixed costs for this 
new generation. While it does not currently appear likely that supply will exceed de-
mand, there is some risk because much of  the data center industry is concentrated in 
a small number of  companies. Therefore, business decisions at one company could 
have a substantial effect on overall demand. For example, if  one of  the major 
hyperscaler companies decided not to pursue development of  new artificial intelli-
gence (AI) products or has a line of  AI products that fails to be commercially viable, 
then energy demand from that company could decrease substantially. 

On the transmission side, there are three types of  transmission lines to consider: (1) 
“backbone” lines that bring power into a region, (2) regional lines that move power to 
distribution points within the region, and (3) short extension lines that move power 
from main lines to serve a single distribution point, including extension lines that might 
be built to serve one or a few data center customers. Because transmission lines serve 
specific regions and distribution points, they are more at risk of  being overbuilt if  
regional or individual customer demand does not materialize or decreases over time.  

Distribution could be 
overbuilt but is less of a 
risk because most of 
these costs are fully re-
covered from data cen-
ters directly or through 
contractual minimum 
payment requirements. 
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Utilities attempt to avoid overbuilding transmission and otherwise ensure costs are 
recovered. Dominion indicated it tries to avoid overbuilding by making transmission 
upgrades only as needed to meet the metered load expected from customers. For ex-
ample, even if  data center customers in an area have requested 2,000 MW of  capacity, 
Dominion will only build new transmission to serve 1,000 MW if  that is the forecasted 
metered load. One co-op utility indicated that it contractually requires data center cus-
tomers to reimburse the utility for any penalties from transmission providers that may 
be incurred if  a data center project is canceled. However, while utility actions reduce 
the risk of  transmission costs being stranded with other customers, they do not elim-
inate this risk. For example, transmission costs can take up to several decades to re-
coup, and if  a data center ceases operation before then, or it never uses the amount 
of  energy it expected to, costs will be recovered from other customers.  

Utilities could take additional steps to reduce the risk of  generation and transmission 
costs being stranded with customers.  

• Utilities could obtain contractual agreements from data centers customers 
to provide minimum payments that ensure the costs of  major generation 
and transmission buildouts are not stranded with other customers. For ex-
ample, AEP Ohio has proposed requiring any data center with over 25 MW 
of  capacity to pay for at least 85 percent of  the energy they expect to need, 
even if  they use less, for at least 12 years.  

• Utilities could directly assign some or all costs of  smaller projects, such as 
transmission line extensions, to the customers or customer class for whom 
the line is primarily being built to serve. For example, if  a two-mile trans-
mission extension is primarily being built to serve a data center develop-
ment, some or all of  the project’s costs could be assigned to that customer.  

The state should direct Dominion to develop a plan for addressing the risk of  gener-
ation and transmission infrastructure costs being stranded with existing customers. 
(Dominion is currently the only transmission-owning utility in the state expected to 
experience rapid demand growth.) The plan could adopt one or more of  the ap-
proaches described above, or other approaches the utility identifies as more practical 
and effective. The plan could be included as part of  Dominion’s biennial rate review 
filing with SCC, or as a separate filing.  

RECOMMENDATION 5 
The General Assembly may wish to consider amending the Code of  Virginia to direct 
Dominion Energy to develop a plan for addressing the risk of  generation and trans-
mission infrastructure costs being stranded with existing customers and file that plan 
with the State Corporation Commission as part of  its biennial rate review filing or as 
a separate filing. 
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Data centers pose particular cost and financial solvency risks to 
electric co-ops and their customers 
Virginia’s electric co-ops are not-for-profit companies that are essentially owned by 
their member customers. Their main purpose is to provide members with reliable 
power at low costs. Co-ops are much smaller than the state’s investor-owned, for-profit 
utilities—Dominion and APCO—and do not have the same financial resources or 
reserves as these companies.  

An increasing share of  data center growth is expected to occur in co-op service terri-
tories, and co-ops are statutorily obligated to serve these customers. Based on the half  
of  unconstrained demand forecast, the industry could account for 80 percent or more 
of  annual energy sales in three Virginia co-ops by 2030. This growth creates unique 
challenges for the co-ops, which must find ways to insulate themselves and other cus-
tomers from the cost and financial solvency risks associated with taking on a small 
number of  extremely large data center customers.  

The main risk co-ops identified is that a data center could potentially delay, dispute, or 
fail to pay its energy generation bill. Co-ops purchase energy from PJM energy markets 
and then sell that energy to their data center customers. A weekly data center energy 
bill can be extremely large under normal circumstances and can be magnified by price 
spikes from peak load events. For example, one co-op estimated the weekly energy bill 
for 4,000 MW of  power at data center sites expected to soon be built in its service 
territory could be $20 million to $40 million and could range upward of  $100 million 
under the energy price spikes that were seen in a major winter storm in 2022. PJM bills 
weekly, and if  one or more data center customers dispute or otherwise do not pay on 
time, a co-op would have to cover its energy costs until they can be recouped. If  the 
co-op was unable to recoup costs from one or more of  its data center customers, the 
costs would ultimately have to be paid by all other co-op members, and a large enough 
bill could result in the co-op defaulting and going bankrupt.  

Some co-ops said they were sufficiently addressing risks through their contracts with 
data centers, as allowed under current state law. Namely, these co-ops said the contracts 
allowed them to: 

• perform credit checks when establishing service, 
• require more frequent weekly payments for energy use, which aligns with 

PJM’s weekly billing cycle, so they do not have to float co-op funds to pay 
data center bills,  

• require upfront payment of  deposits and pledges of  collateral based on 
what the co-op expects it would need to cover unpaid data center bills until 
further action, such as terminating service, can be taken, and 

• terminate service for failure to pay.  

Other co-ops said they did not believe that the existing contractual and legal tools 
available were sufficient to fully cover all potential financial risks, especially considering 
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data centers could soon account for the vast majority of  their energy costs. They noted 
that current termination of  service notification and dispute time periods could allow 
unpaid bills to continue increasing for several weeks (sidebar). They also said it can be 
challenging to get data center companies to agree to some contractual terms, such as 
committing to large collateral obligations designed to cover a large peak load event. 
These contractual and legal issues could be addressed at the SCC technical conference 
in December.  

One co-op indicated that, even with additional contractual protections, they were still 
at risk if  a data center company failed to meet its contractual obligations, such as if  
the company itself  were unable to provide agreed upon payments. To address this, the 
co-op attempted to get SCC approval to create for-profit subsidiary companies to 
serve data center customers. Under this arrangement, if  a data center did not pay its 
bills, only the subsidiary company would be affected, and the business continuity of  
the co-op would be assured. SCC acknowledged the risks the co-op had identified, but 
did not grant the request because it did not believe it had the legal authority to allow a 
co-op to serve customers through a separate for-profit legal entity, among other fac-
tors. The General Assembly could amend the Code of  Virginia to expressly allow co-
ops to create for-profit subsidiaries to serve data centers and other large load custom-
ers. The customer size could be set at 90 MW to match the statutory threshold that 
already exists for the retail choice program (discussed in the next section).  

POLICY OPTION 2 
The General Assembly could consider amending the Code of  Virginia to allow electric 
cooperatives to create for-profit subsidiary companies that could fulfill their legal ob-
ligation to provide energy services (retail sales) to customers with load capacity of  over 
90 MW. 

Data center company participation in retail choice program could 
shift generation costs to other customers  
In Virginia, most customers are obligated to purchase generation through their incum-
bent utility. For example, a customer in Dominion’s service territory must purchase 
power from Dominion. The one major exception is that large load customers, includ-
ing most data centers, are allowed to participate in retail choice, which allows them to 
purchase energy through a provider of  their choice (sidebar). The goal of  the program 
is to encourage competition and lower energy prices for industrial and other large 
commercial customers. 

Customers qualify for retail choice if  they (a) exceed 5 MW and account for less than 
1 percent of  the utility’s peak load, or (b) exceed 90 MW. The restriction that a cus-
tomer cannot account more than 1 percent of  the utility’s load was intended to prevent 
customers from leaving the utility for retail choice if  it could have negative cost im-
pacts on the utility’s remaining customers. The 90 MW exception was reportedly added 
to allow one particular industrial customer to participate in the program. At that time, 

State law allows utilities 
to terminate service af-
ter 10 days of advance 
notice. However, custom-
ers can dispute billing is-
sues that might lead to 
service termination, and 
co-ops indicated that dis-
pute resolution can take 
as long as 30 to 60 days. 

 

 

 

The current retail choice 
program was established 
in 2007 when Virginia’s 
energy sector became re-
regulated. Under the pro-
gram, a qualifying cus-
tomer can enter into an 
agreement to receive 
power from a third-party 
competitive service pro-
vider, which can purchase 
energy from the PJM 
market or enter into 
power purchase agree-
ments with independent 
generators in or outside 
of Virginia to provide 
power to the customer. 
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very few customers exceeded the 90 MW threshold. Today, many existing data centers, 
and virtually all planned future ones, exceed 90 MW and are eligible to participate in 
retail choice. 

Now that data centers make up a substantial and growing share of  energy use in the 
state, retail choice creates two financial risks to utilities and their customers.  

• Utilities are required to build or secure enough generation to meet all customer 
demands. If  a customer leaves the utility for retail choice, the fixed cost of  any 
recently built generation is divided among the remaining customers. For exam-
ple, the costs of  constructing Dominion’s recent Brunswick and Greensville 
power stations are paid for by all of  its customers. If  a substantial portion of  
data centers leave for retail choice, a greater share of  those fixed costs will be 
allocated to remaining customers. The risk for this potential dynamic will be 
compounded in upcoming years because a lot of  new generation is planned to 
be built to serve growing data center demand. 

• Utilities also indicated that, because they are legally obligated to serve any cus-
tomer in their territory as a provider of  last resort, they must plan for the 
capacity needs of  current and future customers. If  utilities plan and build in-
frastructure to serve future data center customers, and some of  those custom-
ers at some point leave for retail choice, the utility will incur costs for custom-
ers who are no longer actively paying generation bills. 

It is difficult to model the cost impacts of  data center customers shifting to retail 
choice, because it is unclear how many might pursue this option. However, utilities 
report that only a small number of  data center customers are currently participating 
in retail choice, so there is the potential for many more to enter the program, especially 
as the industry grows. Dominion estimated that if  all currently eligible customers 
chose to participate in retail choice, including non-data center customers, the cost-shift 
to other customers could exceed $600 million annually (a $150 per year cost impact 
for a typical residential customer). That figure is likely to grow substantially as data 
centers make up an increasing share of  the customer base. 

JLARC staff  identified several ways the state could manage the financial risks of  retail 
choice to residential and other customers. The General Assembly could direct utilities 
to determine an overall cap on retail choice participation for their customers, such as 
a total amount of  the utility’s customer load that could be obtained through retail 
choice and require SCC to review and approve the caps. This would provide an avenue 
for utilities and customers to present their cases and give SCC authority to decide what 
is appropriate. Other alternatives to this approach include requiring exit fees for cus-
tomers leaving for retail choice or directing utilities to continue directly charging them 
for fixed generation costs (i.e., making these “non-bypassable” charges). In addition, 
the General Assembly should leave in place the existing legal requirement that any 
customer participating in retail choice must notify the utility five years before returning 
(sidebar). Requiring advance notice of  at least several years is important so that utilities 

Before returning to their 
incumbent utility, a retail 
choice customer must 
provide advance written 
notice of five years. 
However, statute allows 
the customer to return 
earlier by seeking an ex-
emption from SCC if its 
energy supplier “has 
failed to perform, or has 
anticipatorily breached 
its duty to perform, or 
otherwise is about to fail 
to perform,” and the cus-
tomer is unable to obtain 
service at reasonable 
rates from an alternative 
supplier. 
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can appropriately plan for system needs, secure needed capacity, and protect other 
customers from rate fluctuations.  

POLICY OPTION 3 
The General Assembly could consider amending the Code of  Virginia to require that 
electric utilities establish caps on participation in retail choice that protect ratepayers 
from undue costs, and that such caps be approved by the State Corporation Commis-
sion through a formal case process. 

Data center companies could soon have access to utility market-based pricing options 
that largely achieve the same goal as retail choice without shifting costs to other cus-
tomers. Currently, co-ops already provide all their data center customers with market-
based energy prices. Dominion has also established a small market-based rates pilot 
program and recently filed an application with SCC to make the program permanent 
and widely available to customers. Market-based rates provide customers with poten-
tially lower energy pricing that is similar to what they could expect to obtain through 
retail choice, but they remain a utility generation customer and therefore continue to 
help pay for fixed generation costs (instead of  having these costs passed on to other 
customers). 
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5 Natural and Historic Resource Impacts 
 

Virginia has abundant natural and historic resources, which provide economic, envi-
ronmental, cultural, and educational benefits to the state. The value of  these resources 
has long been recognized by the federal, state, and local governments. Governments 
have established regulatory systems intended to protect these resources and reduce the 
impacts that land development and other human activity have on them. The extent of  
natural and historic resource protections varies by resource type, with some regulatory 
systems providing stronger protection than others (Table 5-1). Natural and historic 
resource protections apply to data center operations and developments just as they 
apply to other commercial and industrial operations and developments (sidebar). 

TABLE 5-1 
Federal, state, and local regulations protect natural and historic resources from 
commercial and industrial operations and developments, such as data centers 

Regulatory protections 
 Federal State Local Brief overview 
Air resources     

Pollutant emissions* 4 4 0 
Federal and state governments regulate harmful 

emissions and concentrations 
Water resources     

Water withdrawals* 0 4 0 
State sets and enforces water withdrawal limits 

and conditions 

Wastewater discharges* 4 4 0 
Federal and state governments regulate harmful 

discharge contents 

Stormwater runoff* 4 4 2 
Federal, state, and some local governments regu-

late runoff rate and quality 
Wetland and stream disturb-
ances*  4 4 2 

Federal, state, and some local governments re-
quire impact mitigation 

Land resources     

Conservation 2 2 2 

All government levels set aside lands for conser-
vation, but few regulations, outside voluntary pro-

grams, protect private lands 
Electronic waste     

Disposal 2 2 2 
No regulations require reuse or recycling, but 

some disposal limitations exist 
Historic resources     

Preservation 2 2 2 
Federal, state, and some local governments regu-

late impacts in specific circumstances 

SOURCE: JLARC staff summary of federal, state, and local regulations, staff interviews, reports, and websites.  
NOTE: 4 = stronger mandatory protections, 2 = partial mandatory protections, 0 = no mandatory protec-
tions. * indicates that permits are required for potentially sizeable impacts. The responsibility or authority for a 
given government level to regulate impacts varies by resource. 

Data center energy de-
mand, and its related im-
pacts on Virginia’s natural 
and historic resources, is 
discussed in Chapter 3 
and related appendixes. 
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Data center backup generators emit pollutants, but 
their use is minimal, and existing regulations largely 
curb adverse impacts  
To ensure constant operations in the event of  a power outage, data centers maintain 
on-site backup power. Data centers report that providing uninterrupted operations is 
extremely important to their customers, which can include banks and hospitals, who 
expect no outages or downtime. In Virginia, nearly all data centers use diesel genera-
tors for backup power (Figure 5-1). On average, each data center site has 54 permitted 
generators, but the number and electrical capacity of  these generators vary widely de-
pending on the number of  data center buildings at a site, overall power and redundancy 
needs, and the sizes of  generators used (typically one to three megawatts per unit). In 
total, the industry has approximately 8,000 permitted generators throughout the state. 

FIGURE 5-1 
Data centers rely on diesel generators for power in the event of an outage 

 
SOURCE: JLARC photo of diesel generators at a data center in Virginia. 

Diesel generators emit several harmful pollutants, so their commercial use is regulated 
by state and federal agencies. The main emissions are nitrogen oxides, carbon monox-
ide, and particulate matter. When highly concentrated in the air, these emissions can 
have adverse effects on public health and the environment. Exposure to high concen-
trations of  diesel generator emissions can affect human cardiovascular, respiratory, and 
central nervous systems. Nitrogen oxides, which diesel generators emit in much larger 
quantities than other pollutants, can contribute to ground-level ozone pollution (in-
cluding smog) and acid rain.  

To prevent harmful concentrations, Virginia’s Department of  Environmental Quality 
(DEQ) is required by federal and state law to regulate sizeable emissions of  these pol-
lutants and enforce National Ambient Air Quality Standards (sidebar). DEQ requires 

The federal Clean Air Act 
requires the U.S. Environ-
mental Protection Agency 
to set National Ambient 
Air Quality Standards. 
These standards identify 
safe concentration 
thresholds for six pollu-
tants—including ozone 
(which nitrogen oxides 
may form), carbon mon-
oxide, and particulate 
matter—based on scien-
tific evidence. 
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diesel generators used by data centers to be permitted, primarily because of  their ni-
trogen oxides emissions (sidebar). Moreover, DEQ monitors air quality and creates 
plans to maintain or attain National Ambient Air Quality Standards across the state. 
For instance, Northern Virginia has historically struggled to meet the standard for 
ozone, to which nitrogen oxides can contribute, so DEQ has stricter policies for ni-
trogen oxides emissions in that region. 

Data center backup generators are rarely run for prolonged periods, 
and emissions are unlikely to adversely affect regional air quality 
Data center operators aim to have backup generator capacity for days-long outages, 
but in practice, the generators are rarely run for prolonged periods. Most operators 
reported experiencing zero to two minor outages per site in the last two years, with 
nearly all outages being between one and five hours long. Otherwise, generators are 
typically run only for limited amounts of  time as part of  routine maintenance (side-
bar). For example, in 2023, the industry’s actual emissions were only 7 percent of  what 
permits allowed, with most emissions coming from maintenance testing. 

On a regional level, data center emissions from diesel generators have grown substan-
tially in recent years, but they remain a relatively small contributor to regional air pol-
lution. Since 2015, nitrogen oxides emissions from data center diesel generators have 
more than doubled, carbon monoxide emissions have tripled, and particulate matter 
emissions are five times larger. However, these emissions make up a small part of  
overall emissions in the region. Based on National Emissions Inventory data, in North-
ern Virginia, where most data centers are concentrated, data center emissions make up 
less than 4 percent of  regional nitrogen oxides emissions and 0.1 percent or less of  
regional carbon monoxide and particulate matter emissions. Overall, air quality in 
Northern Virginia has improved during the same time that the industry has grown, as 
reductions in car and other emissions have been greater than data center emission 
growth. 

While emissions from data centers’ diesel generators make up a small part of  regional 
emissions, understanding whether they have adverse local impacts is more difficult. Be-
cause the data center industry’s large clusters of  diesel generators are unique, local air 
quality impacts are harder to assess. Diesel generators’ intermittent use makes their 
impacts difficult to model, and no other type of  development uses nearly as many 
generators on one site as a data center development. Additionally, air quality monitor-
ing occurs regionally and does not effectively capture localized effects. While DEQ 
staff  believe that data centers’ intermittent use and low emissions levels are unlikely to 
cause adverse impacts, the agency has recently launched a three-year study that will 
directly monitor data center generator emissions in Northern Virginia to more fully 
understand their air quality impacts. If  the study detects any local air quality impacts, 
DEQ has the authority to increase protections as needed. 

Data center operators in-
dicated that maintenance 
testing typically involves 
a short (10–30 minute) 
monthly test and one 
long (one- to four-hour) 
annual test. Testing of 
generators is staggered 
across a site on an indi-
vidual or group basis. 

 

 

 

DEQ permits are re-
quired for any new devel-
opment that may annu-
ally emit over 40 tons of 
nitrogen oxides, 100 tons 
of carbon monoxide, or 
10–25 tons of particulate 
matter, depending on the 
particulate matter size. 
Data centers using diesel 
generators usually meet 
the criterion for nitrogen 
oxides, but not for the 
other pollutants. 
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Federal and state regulations limit potential emissions from backup 
generators, even under worst-case scenarios 
DEQ permits limit when data center generators can be run, how long they can be run, 
and the maximum annual emissions each permitted site is allowed. Nearly all current 
data centers use “Tier 2” diesel generators, which are only permitted to run in emer-
gencies or as part of  routine maintenance testing (sidebar). This restriction prevents 
data centers from running their generators for any other reason. Permits are issued per 
data center site, rather than per building or generator, and cap the total emissions al-
lowed per site. For example, a data center campus would not be allowed to run its 
generators indefinitely, even in an emergency, because it would likely reach its emis-
sions limits within a few days. Because outages are rare, data centers do not often 
approach their emission limits. (For information on data center generator fuel choice, 
see Appendix K.) 

In the event of  a prolonged outage that affects one or more Northern Virginia coun-
ties, any affected data centers could reach their emission maximum within a few days 
and potentially affect regional air quality. For example, under a worst-case scenario 
where all data centers in Northern Virginia reach their maximum allowed emissions, 
data centers would emit over 9,000 tons of  nitrogen oxides in the region. That is equal 
to about half  of  what has typically been emitted annually in Northern Virginia by all 
sources. Such a large-scale outage could potentially result in violation of  air quality 
standards and contribute to regional air quality issues. However, the extent of  any im-
pact would depend on weather patterns and contributions from other emissions. Such 
large-scale outages are rare, and air quality levels would return to normal after the event 
is over. 

General Assembly could incentivize use of generators with lower 
emission rates to reduce risk of local and regional impacts during 
prolonged power outages 
To reduce the risk of  air quality impacts from data centers during a prolonged outage, 
the state could incentivize the industry to adopt technologies that reduce potentially 
harmful emissions. “Tier 4” diesel generators are designed to emit significantly less 
nitrogen oxides and particulate matter than the “Tier 2” generators most data centers 
use. Alternatively, Tier 2 generators can be equipped with selective catalytic reduction 
systems (SCRs). Both technologies can significantly reduce emissions of  nitrogen ox-
ides and particulate matter—reportedly by up to 90 percent—over long run times. 
Some newer data centers in Virginia use SCRs on their generators, and only one uses 
Tier 4 generators.  

Without state incentives, data center companies are unlikely to change their backup 
power choices. Tier 4 generators and SCRs are more costly, and data center companies 
have expressed concerns about the extra complexity and the current availability of  
Tier 4 generators to meet campuswide and statewide backup power needs. The state 

The U.S. Environmental 
Protection Agency has 
established generator ti-
ers based on emission 
rates, or the amount of a 
pollutant emitted by a 
source over a given 
amount of time. Data 
centers could use genera-
tors that are considered 
Tier 2 or Tier 4. 
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could encourage adoption of  these technologies by requiring new data centers in the 
Northern Virginia Ozone Nonattainment Area to use Tier 4 or SCR-equipped Tier 2 
generators to be eligible for the state’s sales and use tax exemption (sidebar). This re-
quirement could be phased in over time to account for data centers that have already 
ordered generators or otherwise made investments that would not comply with this 
requirement. 

POLICY OPTION 4 
The General Assembly could amend the Code of  Virginia to require that, as a condi-
tion of  receiving the data center sales and use tax exemption, all new data center de-
velopments in the Northern Virginia Ozone Nonattainment Area use only Tier 4 gen-
erators, Tier 2 generators with selective catalytic reduction systems, or generators with 
equivalent or lower emission rates.  

Data center water use is currently sustainable, but 
use is growing and could be better managed 
Data center water use varies depending on the data center’s size, computing density, 
and type of cooling system. Data centers require industrial-scale cooling to manage the 
heat generated by their computing equipment. Some cooling systems use water 
evaporation, and these systems typically require regular water refills to operate (Figure 
5-2). Other cooling systems recirculate all or most of their water, similar to a radiator, 
and use relatively little water. Some data centers use a combination of cooling 
processes, including processes that do not require any water.  

FIGURE 5-2 
Evaporative cooling processes require more water than dry cooling processes 

 
SOURCE: JLARC synthesis of interviews, government reports, and research literature. 
NOTE: Depicted examples are generalizations and do not include all data center cooling processes and equipment. 

The Northern Virginia 
Ozone Nonattainment 
Area includes Arlington, 
Fairfax, Loudoun, and 
Prince William counties 
and the cities of Alexan-
dria, Fairfax, Falls Church, 
Manassas, and Manassas 
Park. 

 

 

 



Chapter 5: Natural and Historic Resource Impacts 

62 

While some data centers use substantial amounts of water, most use 
similar or less than other large commercial and industrial water users 
Based on available data, most data centers use about the same amount of water (or 
less) as an average large office building (6.7 million gallons per year), although a few 
require substantially more, and some require less than a typical household (Figure 5-
3). In 2023, 11 data center buildings each used over 50 million gallons, including one 
building that used 243 million gallons (10 percent of  the industry’s total use) (sidebar).  

FIGURE 5-3 
Annual data center building water use varied widely, but most used the same 
amount of water as an average large office building or less (2023) 

 
SOURCE: JLARC staff analysis of data provided by water utilities serving Fairfax, Henrico, Loudoun, Mecklenburg, and 
Prince William counties and the Town of Wise. Average uses are based on federal and state water use statistics. 
NOTE: Data was not available for all data centers in Virginia but was for the large majority. Water use is on a per 
building, not per campus, basis. Annual usage for some data center buildings is approximate because of data con-
straints. 

Cumulatively, data centers use a small share of statewide water withdrawals and a mod-
erate share of some region’s water withdrawals. In 2023, the data center industry used 
an estimated 2.1 billion gallons of water, with just over a third coming from reclaimed 
water instead of new withdrawals (sidebar). Data center water use accounted for less 
than 0.5 percent of total state withdrawals.  

Reclaimed water is 
wastewater that is 
treated, often to a non-
potable standard, and re-
used, such as for irriga-
tion and industrial pur-
poses. It reduces the 
need for additional water 
withdrawals, diverts 
wastewater from entering 
water sources, and re-
duces demand on pota-
ble water systems. 

 

 

 

For comparison, the 
state’s largest industrial 
water user in 2023 used 
about 36.5 billion gallons 
of water annually. 
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The industry’s impact was also limited regionally. Most data centers are served by water 
utilities, and industry use made up from 2 to 21 percent of water use, after excluding 
reclaimed water use, at the six water utilities JLARC staff reviewed. Data centers were 
typically one of these water utilities’ larger customers, but a data center was the single 
largest customer for only two utilities. 

State regulates water withdrawals to ensure future water availability 
and to protect water ecology 
To protect future water availability and environmental sustainability, DEQ regulates 
withdrawals from Virginia’s water sources, including requiring permits for large-scale 
withdrawals (sidebar). Withdrawals can reduce the amount of  water that is available 
for future use if  it is withdrawn faster than it is naturally replaced. Additionally, they 
may affect aquatic flora and fauna, such as by reducing available habitat. Most data 
centers receive their water from local water utilities, which make the withdrawals. In 
these cases, DEQ ensures that data centers’ water use is sustainable through permitting 
the utility’s withdrawals. Only two data centers have their own DEQ withdrawal per-
mits, and any data centers that do make their own withdrawals are subject to the same 
regulations as water utilities. 

To determine appropriate water withdrawal allowances, DEQ performs scientific 
modeling that evaluates water withdrawal impacts on future water availability and 
aquatic flora and fauna in that water source. Permits specify withdrawal limits and set 
other conditions, such as requiring the permit holder to limit withdrawals during 
droughts. If a requested withdrawal amount would exceed sustainable levels, DEQ 
would issue a permit only for a sustainable amount or add conditions to the permit 
that ensure sustainability. Permits must be renewed at least every 15 years, at which 
time DEQ reruns the water model with updated water source condition data. If grow-
ing data center demand prompted a water utility to seek a larger withdrawal than their 
permit currently allows, the requested permit withdrawal allowance increase would 
also have to be modeled by DEQ. 

Data center water needs are likely to increase as the industry grows, 
and state and local governments could help ensure limited water 
resources are used effectively  
While DEQ is responsible for ensuring that permitted water withdrawals are sustain-
able for the water source, there is less oversight over how available water should be 
shared across various uses. While the state as a whole is relatively water rich, water is a 
limited resource for some Virginia localities, such as those that do not have access to 
major rivers or other surface waters and are in groundwater management areas. 
Additionally, when local water use demand exceeds current permit or infrastructure 
thresholds, utilities may need to expend significant resources to meet the additional 
demand (sidebar). Therefore, localities should fully consider their allocation of  availa-
ble water. For instance, when reviewing a potential new development that may use a 

Withdrawal permits are 
required for withdrawals 
above 10,000 gallons per 
day from non-tidal sur-
face waters, two million 
gallons per day from tidal 
surface waters, and 
300,000 gallons per 
month from groundwa-
ters in a groundwater 
management area. There 
are some exceptions for 
users that pre-date these 
regulations. Withdrawals 
that do not require per-
mits may still require an-
nual reporting. 

 

 

 

Some water utilities that 
serve or will soon serve 
data centers have re-
cently expanded their 
permits and/or infrastruc-
ture. For instance, five 
have requested new or 
larger withdrawal permits, 
though these expansions 
are not fully attributable 
to data centers. Water 
utility staff shared that 
data centers pay their fair 
share for any additional 
infrastructure they re-
quire. 
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large amount of  water, a locality should consider whether the project could affect the 
locality’s ability to meet future residential demand or pursue other types of  economic 
development. 

State could clarify localities’ authority to request potential water use 
information from proposed developments  
While any large water user has the potential to affect local water availability, water use 
information may be particularly helpful for zoning decisions for data center develop-
ments. Data centers can use a relatively large range of  water amounts compared with 
other land uses. Some companies will continue to build data centers that use water for 
cooling, and potentially larger amounts of  water as cooling needs increase. While oth-
ers are moving away from water, the industry’s net water use is expected to increase. 
In addition, because the industry is growing rapidly and typically grows in clusters, data 
center water use in a given locality can grow suddenly. 

Localities have general statutory authority to consider water resources in their land use 
planning, but state law is not clear on localities’ ability to require a proposed data center 
development to provide a water use estimate or to consider water use in their rezoning 
and special use permit decisions. (Rezonings and special use permits are discussed 
more in Chapter 6.) In interviews, local planning staff, government attorneys, and a 
local elected official conveyed different understandings of  the law or reported being 
uncertain whether a locality could consider water use estimates when evaluating data 
center development projects. This information could be helpful for assessing a devel-
opment’s potential impacts, but data center developers can be reluctant to share this 
information because of  proprietary concerns. State law should clarify localities’ au-
thority to require this information from data center developers and consider water 
usage in their rezoning and special use permit decisions. This clarification could po-
tentially be extended to other development types, such as other developments with the 
potential to use large amounts of  water. 

RECOMMENDATION 6 
The General Assembly may wish to consider amending the Code of  Virginia to ex-
pressly authorize local governments to (i) require proposed data center developments 
to submit water use estimates and (ii) consider water use when making rezoning and 
special use permit decisions related to data center development. 

Additionally, if  local planning officials have this information, they should consult with 
their local water utility—prior to approving data center developments—on the impact 
these developments could have on the utility or future water availability. In some data 
center approvals, this information was not shared between parties. Doing so could 
help to ensure water use impacts are fully understood prior to approving the develop-
ment.  
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Increasing use of reclaimed water may help reduce impacts on water resources 
Some utilities offer reclaimed water systems for their customers, and using reclaimed 
water instead of  potable water for cooling, including evaporative cooling, is generally 
a best practice for data centers. Reclaimed water can reduce a development’s impact 
on water resources because it does not require additional water withdrawals and can 
decrease wastewater discharges. DEQ currently permits only two water utilities, in-
cluding Loudoun Water, to provide reclaimed water for evaporative cooling uses. 

Reclaimed systems may not be viable or available in all localities, but utilities that serve 
data centers should consider the option. Smaller utilities may not create enough 
wastewater for a reclaimed system that could sustain data center operations. Moreover, 
financial considerations may also limit reclaimed water use, as reclaimed systems have 
high capital costs. However, because of  the potential benefits for water availability, 
utilities that serve data centers—and other large water customers—should consider 
the viability of  using reclaimed water systems, as well as potential opportunities for 
data center companies to help with upfront costs. 

Some stakeholders, including a data center company and several water utilities, indi-
cated that Virginia’s reclaimed water system regulations for evaporative cooling use are 
difficult to meet or confusing. DEQ indicated that regulatory changes, such as explic-
itly listing minimum standards for reclaim water use in data center evaporative cooling 
processes or reducing some treatment and monitoring conditions, could potentially 
address concerns while maintaining necessary safeguards but would require further 
review. DEQ is already scheduled to conclude an internal review of  these regulations 
by September 2026 as part of  its quadrennial review process, but DEQ could start this 
review now so that any eventual changes could be implemented a year earlier. Any 
potential changes DEQ identifies would need to be implemented through the standard 
regulatory process—including a Notice of  Intended Regulatory Action and public 
comment period. 

Data center construction has similar land and water 
impacts to other large developments, and state and 
local regulation mitigate most effects  
The development of  land for industrial, commercial, or residential uses, particularly 
“greenfield” developments, can affect Virginia’s land and water resources (sidebar). 
Depending on the characteristics of  the site being developed, the construction process 
may change land characteristics and uses, modify stormwater runoff  patterns, and/or 
disturb wetlands and other waterways (Table 5-2). Such impacts can degrade air and 
water quality, destroy wildlife habitat, and increase flooding and erosion risks. 

A development’s ability to mitigate its potential impacts depends on the site, develop-
ment type, and the resource. A development can mitigate overall potential impacts on 
these resources in three ways:  

“Greenfield” develop-
ment occurs on land that 
has not previously been 
developed. In contrast, 
redevelopment occurs on 
the site of a former devel-
opment. A redevelop-
ment is less likely to im-
pact land and water 
resources, as any poten-
tial impacts likely already 
occurred during the pre-
vious development. 

 

State-managed data-
bases, such as the De-
partment of Conservation 
and Recreation’s Natural 
Heritage database, iden-
tify on-site resources that 
may be impacted by de-
velopment. 
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• avoiding direct impacts to the maximum extent practicable, such as not con-
structing a building on forested land, 

• minimizing impacts to the maximum extent practicable, such as using a retain-
ing wall to minimize impacts to an adjacent waterway, or 

• compensating for any impacts that do occur, such as offsetting impacts to a 
wetland by restoring or constructing that same type of  resource elsewhere. 

TABLE 5-2 
Constructing new developments can result in loss of undeveloped and agricultural lands, 
create stormwater runoff risks, and potentially disturb wetlands 

 Land resource loss Stormwater changes Wetland disturbances 

Development 
action 

Undeveloped and agricultural 
lands may be developed for in-
dustrial, commercial, residential, 

or other uses. 

Impervious surfaces may be cre-
ated to support buildings and 

ancillary developments. 

Wetlands (including streams and 
other waterways) may be drained, 

filled, or encroached upon to 
maximize developable area. 

Potential  
impact 

Forests, agricultural lands, and 
other green spaces are lost. 

Less rainwater is absorbed into 
the ground, increasing storm-

water runoff. 

Wetland areas are destroyed, di-
verted, or otherwise disturbed. 

Effect without 
mitigation 

Air, water, and soil quality 
degradation, loss of habitat, 
and lower agricultural pro-

duction occur. 

Increased flooding and ero-
sion, water pollution, and 

slower groundwater recharge, 
occur. 

Water source degradation, loss of 
habitat, and increased flooding 

and erosion occur. 

Effect with  
mitigation 

Losses are avoided, mini-
mized, or offset by preserving, 

creating, or restoring lands 
elsewhere. a 

Predevelopment runoff rate 
and quality are maintained, 
minimizing adverse impacts. 

Disturbances are avoided, mini-
mized, or offset by funding or im-
plementing wetland creation or 

restoration. a 

SOURCE: JLARC synthesis of interviews, government reports, and other information. 
NOTE:  a Offsetting impacts can be difficult and require significant time and space, particularly for replacing lost undeveloped and agricul-
tural lands. 

Some regions have seen substantial data center growth, but their 
construction impacts are similar to other large developments  
Data center development has construction impacts that are similar to other large-scale 
developments’ impacts. While comprehensive information on data centers’ impacts to 
natural resources is not tracked, the vast majority of  their development is greenfield 
development—although some redevelopment is also occurring.  

The development pressures from data centers on undeveloped and agricultural lands 
statewide are not more than other fast-growing developments in Virginia. For example, 
the total land area of  currently operating data centers is equal to about 1.4 percent of  
the farmland lost in Virginia between 2017 and 2022. According to land conservation 
experts, the current primary threat to undeveloped and agricultural lands is solar en-
ergy developments.  
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On a regional level, however, the share of  undeveloped and agricultural land develop-
ment in Northern Virginia attributable to data centers has been substantial. JLARC 
staff  estimated that the data center industry accounted for between 20 and 30 percent 
of  land development in Loudoun and Prince William counties from 2013 to 2021, and 
the amount of  data center development has already increased 50 percent since then. 
However, these are some of  Virginia’s fastest-growing counties, which means that 
some portion of  land developed for data centers likely would have been developed for 
other uses, such as housing, mixed-use commercial space, or distribution centers. 

Data center developments have similar impacts on stormwater and wetlands as other 
large-scale developments, such as warehouses or shopping centers. The magnitude and 
significance of  impacts depend on site characteristics as much as the development 
itself  (sidebar). Therefore, impacts may be the same whether a site is developed for a 
data center or another land use.  

State and federal regulations require mitigation of stormwater and 
wetlands impacts, but land conservation is at local discretion 
Federal and state regulations require stormwater management and wetland permits for 
sizeable impacts, regardless of development type. Stormwater permits for individual 
developments are usually administered by DEQ or the locality, and wetland permits 
are typically jointly issued by the U.S. Army Corps of Engineers and DEQ. Most data 
center developments require a stormwater permit because of their size, but only those 
that affect a wetland or other waterway require a wetland permit (which is the same 
for all types of development). 

Stormwater management permits require developments to manage their stormwater 
runoff  to meet water quality and quantity requirements to minimize impacts. For in-
stance, a development would be required to install a stormwater management system, 
such as an on-site stormwater pond, to slow and filter its runoff. Data centers create a 
relatively large amount of  impervious surface, and stormwater permits require man-
agement that is proportional to the addition of  impervious surface and land cover 
changes. Some impacts may still occur even if  all permit requirements are met, such 
as less water being absorbed into the ground or water source temperature increases, 
but these same impacts can occur from any developments that create large impervious 
surfaces or change land cover, such as a warehouse or shopping center. 

Wetland permits require developments to avoid and minimize impacts to wetlands and 
other waterways to the maximum extent practicable and to compensate for any re-
maining significant impacts. Because data centers require large building footprints, 
they may be relatively less able to avoid or minimize impacts. However, any significant 
impacts that do occur require proportionate compensation, which ensures losses are 
replaced to the extent possible through the preservation, restoration, or creation of 
that resource elsewhere. 

In Virginia, federal and state regulations do not require mitigation of impacts to unde-
veloped and agricultural lands. Localities have full discretion through their zoning laws 

Magnitude of impact de-
pends on the change to 
the environment, not the 
development itself. For 
example, a small green-
field development may 
create more impervious 
surface than a large rede-
velopment. 

Impact significance de-
pends on the resource 
that is affected. For exam-
ple, a given amount of 
water pollution may have 
a larger effect in a small 
river than a big river. 
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to determine how lands that are not protected from development can be used. While 
localities can require, negotiate, or accept offers to conserve a portion of the existing 
natural landscape as part of a development, data center developments generally use 
most of land that is practicable and allowed to be developed. Because undeveloped 
and agricultural lands are difficult to replace, the primary mitigation method to protect 
them is to avoid or minimize development on these lands. The state could consider 
imposing land use restrictions to prevent or minimize the land impacts from data cen-
ter development, but this would be a profound change in the state’s involvement in 
local land use decisions, and, currently, there does not appear to be a basis for distin-
guishing data centers from other large developments in considering such restrictions. 

State could require data centers to meet 
environmental management standard to receive tax 
exemption  
Even though federal and state regulations already limit most negative natural resource 
impacts of  data centers, the state could encourage them to meet an environmental 
management standard because of  their large and growing presence. Environmental 
management standards, such as the International Organization for Standardization’s 
(ISO) 14001 standard, require companies to proactively review and reduce their im-
pacts to natural resources (sidebar). 

Environmental management standards do not set required minimum standards but 
involve continuous improvement in operational sustainability. Required minimum 
standards may not be viable for all data center companies and may not be wholistically 
sustainable (sidebar). Environmental management standards call for companies to 
evaluate all of  their environmental impacts and set and pursue sustainability goals. This 
process is repeated every few years and encourages a wholistic approach to sustaina-
bility. For instance, ISO 14001 seeks to promote organizational improvement in air 
emissions, water use, water discharge, waste generation, and energy consumption—all 
of  which have been raised as concerns about data centers. (For more information on 
data center water discharges and waste generation, see Appendix K. For more infor-
mation on data center energy impacts, see Chapter 3.) 

The state could encourage adoption of  an environmental management standard by 
making the state’s sales and use tax exemption for both new and existing data centers 
contingent on adoption. Many data center companies already set sustainability goals 
and policies, and a well-designed state requirement would encourage other companies 
to adopt similar goals and policies. At least four other states—Arizona, Illinois, Iowa, 
and Washington—require data centers to meet a sustainability standard as a condition 
of  their state data center tax incentive program. 

The ISO 14001 standard 
for Environmental Man-
agement Systems is one 
of the most used environ-
mental management 
frameworks in the world. 
The U.S. Environmental 
Protection Agency be-
lieves it helps organiza-
tions to systematically 
identify and reduce their 
environmental impacts. 

 

Required minimum 
standards for specific re-
sources could have unin-
tended consequences, in-
cluding: 1) not being 
viable for all data center 
companies, who have dif-
ferent operational sys-
tems and preferences, 2) 
not ultimately improving 
sustainability, such as wa-
ter restrictions leading to 
more energy-intensive 
cooling, or 3) not being 
adaptable as the data 
center industry evolves, 
such as if new technolo-
gies shift the industry’s 
environmental impacts. 
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POLICY OPTION 5 
The General Assembly could amend the Code of  Virginia to require that, as a condi-
tion of  receiving the sales and use tax exemption, data center companies meet and 
certify to an environmental management standard, such as the International Organi-
zation for Standardization’s 14001 standard for Environmental Management Systems. 

Data center impacts on historic resources are similar 
to other developments, but current protections 
could be strengthened 
Developments have the potential to negatively affect historic resources, both during 
and after construction. Historic resources can include sites (e.g., battlefields and cem-
eteries), structures (e.g., buildings), and objects (e.g., artifacts) (Figure 5-4). Impacts 
can vary substantially depending on the type of  development being proposed, the sig-
nificance of  the historic resources affected, and how those resources will be affected. 
In many cases, a development will not adversely affect historic resources because there 
is nothing historically significant on the development site or located nearby. 

FIGURE 5-4 
Virginia has a wide range of historic resources 

 
SOURCE: Image courtesy of the Virginia Department of Historic Resources (cropped by JLARC). 

Data center developments can affect historic resources in the same 
ways as other large developments 
Some data center developments have affected state historic resources. For instance, 
two data center developments have relocated or damaged cemeteries, and several have 
been located on historic sites, including a turn of  the 19th-century residential site, a 
historic African American horse showground, and part of  a Civil War battlefield. Ad-
ditionally, several approved but not yet built data center developments have raised con-
cerns of  viewshed impacts on historic battlefields around the Northern Virginia re-
gion. Like with other development types, the total number and extent of  data centers’ 
impacts on historic resources are unknown as not all of  these resources—or impacts 
to them—have been identified and catalogued. 
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Preservation experts consider data centers’ impacts and risk of  impact to be similar to 
those of  other large-scale developments. Data centers have less flexibility than some 
other developments, like housing, to avoid building on parts of  the property where 
resources might be located. Data center developments also require extensive grading, 
which can destroy buried structures and objects, and tall data center buildings are more 
likely to have viewshed impacts on nearby resources. However, other large-scale de-
velopments, like warehouses and shopping centers, can have the same impact. The 
rapid growth of  data center development increases the likelihood that historic re-
sources will be disturbed by these developments, but the same is true of  other com-
mercial and residential construction growth.  

Pre-development studies help promote mitigation of impacts to 
historic resources 
Before site development begins, sites can be studied to identify any potentially signifi-
cant historic resources and determine mitigation strategies if  impacts were to occur. 
Developers can hire experts or third parties to perform “Phase I” historic resource 
studies, which could include background research, physical inspection, and remote 
sensing, to identify historic resources that may be affected by a new development. If  
a Phase I study finds historic resources, Phase II historic resource studies can deter-
mine their significance and, if  needed, develop mitigation approaches (sidebar). When 
needed, Phase III historic resource studies involve carrying out mitigation approaches, 
such as excavating and relocating a resource or documenting a resource. Once historic 
resources have been identified, developers can additionally perform viewshed analyses 
to determine whether a new development would be visible to these resources, poten-
tially affecting their significance. 

Phase I historic resource studies and viewshed analyses are relatively inexpensive pre-
development tools.  Some data center companies reported that they conduct Phase I 
studies for some or all of  their data center developments, and several have conducted 
and shared viewshed analyses as part of  the local zoning approval process. Studies can 
ultimately save developers time and money by preventing delays or the need for design 
changes from unexpected discoveries after developments have been approved. 

Few legal or regulatory protections exist to protect historic resources, 
but pre-development studies could be more strongly encouraged 
While there are many layers of  federal, state, and local protections for natural re-
sources, fewer protections exist for historic resources. For private developments, fed-
eral regulations require that historic resource impacts need to be considered—studied 
and potentially mitigated—only if  a wetland or other federal permit is required. State 
law only requires additional Virginia Department of  Historic Resources (DHR) over-
sight of  private developments when human remains need to be removed. 

Local regulation of  historic resources varies by jurisdiction, depending on local capa-
bilities and priorities. All localities have the authority to restrict development around 

Various methods may be 
used to mitigate impacts 
to historic resources. For 
instance, developments 
may avoid or minimize 
impacts by moving build-
ing locations or lowering 
building heights. If his-
toric resources cannot be 
avoided, they may be ex-
cavated and relocated, 
studied and documented 
before their destruction, 
and/or commemorated 
with signage. The appro-
priate strategy can de-
pend on the resource, de-
velopment type, and the 
site. 
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historic resources through their zoning ordinances, but some are better able to identify 
these resources than others. For instance, Loudoun requires Phase I historic resource 
studies for all non-residential developments and has a county archeologist who evalu-
ates study results and makes recommendations to planning staff  if  additional action is 
needed. Most localities do not require pre-development studies and do not have an 
archeologist on staff. Moreover, when development and historic resource preservation 
goals conflict, it is up to local elected officials to make zoning decisions. 

To ensure that potential impacts to historic resources are identified, the state could 
encourage Phase I historic resource studies for all new data center developments, as 
well as viewshed analyses for new developments within a certain distance of  a regis-
tered historic site. To do this, the state could make eligibility for the sales and use tax 
exemption contingent on this work being performed for any new data center develop-
ments. For example, the state could require that, for any data center that begins con-
struction in 2026 or later, the data center company perform a Phase I study (along 
with a viewshed analysis, if  applicable) before the facility is constructed to be eligible 
for the exemption. Data center developers would pay for the study and report findings 
to localities, which would determine if  any further action is required.  

POLICY OPTION 6 
The General Assembly could amend the Code of  Virginia to require that, as a condi-
tion for receiving the sales and use tax exemption, data center companies conduct a 
Phase I historic resource study of  a proposed development site, as well as a viewshed 
analysis when a proposed site is located within a certain distance of  a registered his-
toric site, and report the study findings to the appropriate locality prior to develop-
ment. 

Some localities may not currently have the time, expertise, or resources to review the 
Phase I historic resource study submissions. DHR could offer grants for localities to 
hire consultants or have staff  available for consultation, but this would require addi-
tional funding or staff  to implement. Alternatively, localities would have the option to 
require data centers to pay for a consultant hired by the locality to perform the review. 

Some historic resource preservation experts stated that, while they would appreciate 
greater protections around historic resources, establishing mitigation requirements at 
the state level may not allow for site-specific characteristics or local preferences. For 
instance, prohibiting data center development near historic resources statewide, as was 
proposed during the 2024 legislative session, may be broader than needed—as impacts 
do not occur every time a development is on or near a historic resource—or could 
prove too restrictive given the abundance of  historic resources in Virginia. 
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6 Local Residential Impacts 
 

Local governments are responsible for managing land development in their jurisdic-
tions for different residential, commercial, agricultural, and industrial uses. Localities 
manage development through planning and zoning to ensure developments conform 
with state and local laws and are grouped with appropriate types of  development.  

On the planning side, state law requires localities to create and update long-term com-
prehensive plans to support “coordinated” and “harmonious” development. These 
plans provide a strategic vision for development in the county but, while important 
for guiding local decisions, do not set any legal boundaries.  

On the zoning side, localities pass zoning ordinances that set legal restrictions on de-
velopment. Zoning ordinances establish conceptual zones (e.g., rural residential, light 
industrial), which have their own sets of  rules and requirements for new development. 
For each zone, the ordinance lists uses that are allowed. Uses can allow different types 
of  business operations (e.g., data center, brewery), different types of  residential con-
struction (e.g., townhouse, single-family house), and other distinct uses. Additionally, 
zoning ordinances can impose minimum requirements on specific uses or zones, such 
as maximum heights or mandatory setbacks from property lines.  

Within a zone, a use can be allowed by right, allowed by special permit, or prohibited. 
If  a use is prohibited in a zone, then a developer can seek to have the parcel rezoned 
to allow the use. 

• By right uses are allowed within a zone without any special approval by the 
locality. For example, if  data center development is a by-right use, a devel-
oper can build a data center in the zone without seeking special approval 
from the locality. Localities cannot require data center developers to do any-
thing not already established in the zoning ordinance. For example, a local-
ity could not require a by-right data center to be set back farther from 
nearby property lines than the ordinance already dictates. 

• Special permit uses are allowed if  approved by the locality’s elected offi-
cials, e.g., a county’s board of  supervisors (unless they delegate this author-
ity to the local board of  zoning appeals), often following a public hearing. 
As part of  the special permit process, the locality can make approval condi-
tional on additional restrictions to mitigate negative impacts, such as bigger 
property line setbacks or lower building heights. 
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• Rezoning changes the conceptual zone a parcel falls under and therefore 
its allowed uses. Rezoning requests require a public hearing and approval 
from elected officials. Like with special permits, the locality can consider 
the developer’s willingness to conform to additional restrictions or actions 
as a condition of  rezoning approval. 

Growing number of data centers are being built 
close to residential areas, causing residential 
impacts 
Land use planning principles state that neighboring property uses should be compati-
ble with one another. These principles generally dictate that industrial uses should be 
far from residential and other sensitive uses because they are often incompatible (side-
bar). Residential neighborhoods are generally expected to be safe, quiet, and pleasant 
places to live, whereas industrial facilities are often large, unsightly, and potentially 
noisy. For example, Loudoun County ordinances state that “industrial uses […] are 
incompatible with residential uses due to the prevalence of  outdoor storage and emis-
sions of  noise, odor, and vibrations.”  

Data centers are industrial facilities that are largely incompatible with 
residential uses  
The industrial scale of  data centers makes them largely incompatible with residential 
uses. A modern data center site includes one or more large, industrial buildings, similar 
in size and appearance to a new distribution center or a manufacturing facility, which 
is an abrupt contrast to a residential home.  

Other components of  data center sites are also industrial in character and unsightly to 
residents who live close by (sidebar) (Figure 6-1). Trailer-sized generators (a median 
of  35 per site) are often lined up beside the data center building or housed in large 
generator sheds. Industrial-scale cooling equipment, such as chillers or water towers, 
often sit on the roof  or outside the main building. Many data center sites are encom-
passed by security fences and deploy bright security lighting. Data centers also require 
industrial-scale electrical infrastructure. Sites will often include one or more electrical 
substations on or adjacent to the site, and some require above ground transmission 
lines extending from nearby main lines.  

 

This chapter focuses on 
data centers’ impacts on 
residential areas. While 
minimizing impacts on 
other sensitive uses such 
as schools and parks is 
important, concerns of 
negative impacts in Vir-
ginia have primarily come 
from residential areas. 

 

 

 

Resident descriptions of 
nearby data centers in-
clude:  

― “a giant monolith in 
the wrong place” 

― “a prison” 
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FIGURE 6-1 
Data center buildings and sites have industrial characteristics and 
infrastructure 

SOURCE: JLARC staff photos and Google Earth.  

Homeowners in residential areas close to data centers frequently express concern that 
having industrial sites nearby will decrease their property values. While it is certainly 
possible that nearby data centers have affected the resale value of  homes, there is not 
yet evidence of  this relationship. In interviews with representatives of  neighborhoods 
opposed to nearby data centers and other informed individuals (sidebar), almost none 
observed a decline in property value or change in speed of  home sales. One commonly 
cited explanation was that the tight housing market in Northern Virginia decreases 
buyers’ selectiveness and so proximity to data centers has not yet had a noticeable 
effect on property values.  

Some nearby residents report that constant noise from data centers 
affects their well-being  
The constant nature of  data center noise has been a reported problem when data cen-
ters are located near residential areas. Whether data center noise can be heard past the 
facility’s property line depends on its design and its type of  cooling system, which can 
cause noise. In addition, local geography and surrounding buildings can affect how 
sound travels.  

While some data centers have been noisy enough to cause complaints, the noise is not 
loud enough to damage nearby residents’ hearing and rarely loud enough to violate 
noise ordinances (Figure 6-2). Data center noise that has prompted resident com-
plaints ranges from an estimated 40 to 59 decibels (per JLARC’s review of  noise meas-
urements of  selected data centers that have prompted complaints by residents). This 

To assess data centers’ 
impacts on property 
value, JLARC interviewed 
representatives of neigh-
borhoods opposed to 
data centers proposed or 
recently constructed 
nearby, local stakeholder 
groups, county assessor’s 
offices, and a local real 
estate agent association. 
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sound level is typically below the 55 or 60 decibel limit that Loudoun, Prince William, 
and Fairfax allow in their ordinances for residential areas. Rather than the volume of  
the noise, it’s data centers’ constant noise that some residents consider problematic. 
Data center noise is described as a constant “drone” or “hum,” similar to house air 
conditioning systems but magnified to an industrial scale. The noise can sometimes be 
heard both in and outside of  nearby residences. 

FIGURE 6-2 
Data center sound is noticeable but quieter than many common sounds 

SOURCE: JLARC review of Occupational Safety and Health Administration, U.S. Centers for Disease Control and Pre-
vention, and Federal Aviation Administration websites, and analysis of complaint data from Fairfax and Loudoun. 
NOTE: The units are A-weighted decibels.  a Encompasses measurements at locations where local staff recently meas-
ured data center noise using A-weighted decibels. Measurements are a response to complaints, so they are not 
representative of all data centers. Measurements indicate total sound, not the isolated amount from data centers. 

Residents who have reported that data center noise is a problem have indicated that it 
has adversely affected their well-being. JLARC staff  spoke with residents who live near 
data centers that have been the subject of  noise complaints to learn how the noise 
affects them. Some residents described physical symptoms such as migraines from the 
facilities’ constant noise. Others said that they experience health problems caused by 
disrupted sleep, and some residents described an inability to concentrate on tasks. A 
common theme was poorer quality of  life, with some residents avoiding their decks 
and yards because the sound is louder outdoors.  

Data centers are not required to reduce their noise if  they are not violating local ordi-
nances, which has made it difficult to address noise concerns. Some neighborhoods 
have attempted to address concerns through the county and engagement with data 
center companies. Residents of  the Great Oak neighborhood in Prince William re-
ported noise to county police from a nearby data center in May 2022, and as of  
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October 2024, the issue had not been fully addressed by the data center owner to all 
residents’ satisfaction. Residents of  the Brook Haven neighborhood in Loudoun con-
tacted the county in 2021 about noise concerns, and the data center completed an 
attempted solution in November 2023. In both cases, residents observed reductions 
in noise from the nearby facilities but emphasized it took time and repeated commu-
nications from residents to prompt action.  

Data center construction sites can be especially disruptive to nearby 
residential areas 
Because of  data centers’ size and scale, their construction takes a long time and is 
disruptive to residential areas. Construction activities typically include clearing trees, 
grading land, laying foundations, erecting buildings, and installing equipment. While 
these activities are not unique to data centers, the impacts on residents are especially 
large because of  the projects’ scope. Each building takes about 12 to 18 months to 
construct, and with the industry moving toward developing data center campuses, 
work on additional buildings often begins as soon as one is completed. Therefore, a 
large site could take as long as seven years to fully complete. This work requires thou-
sands of  workers on site and substantial truck deliveries of  materials.  

Some residents report they have been negatively affected by data centers’ construction. 
Their concerns include loud construction noises and vehicle traffic. For example, one 
neighborhood’s main access road was damaged by frequent use of  heavy vehicles, 
which reportedly sometimes blocked school buses and emergency vehicles.  

One-third of data centers are near residential areas, and industry 
trends make future residential impacts more likely  
The majority of  data centers are appropriately located in industrial or commercial areas 
and are not close to residential uses. Over 60 percent are more than 500 feet from 
residential-zoned properties (as measured from property line to property line, meaning 
the actual facility and residences are even farther apart) (sidebar). The farther away a 
data center is from residential areas, the less likely it is to affect nearby residents.  

A minority of  data centers have generated noise complaints. At least 15 data centers 
(10 percent of  operational data center sites) appear to have generated noise that nearby 
residents regard as problematic, according to resident groups and government records.  

However, the number of  data centers being built near residential areas is increasing. 
Almost one-third (29 percent) of  operational data center properties in Virginia are 
within 200 feet of  residentially zoned properties. Currently, there are several data cen-
ters being constructed adjacent to single-family homes, townhouses, and apartment 
complexes. Several recently approved data centers in Loudoun and Prince William will 
be built on land adjacent to neighborhoods, including at least two proposed develop-
ments where the property also abuts an elementary school (Figure 6-3). Other 

Analysis of the proxim-
ity of data center prop-
erties to residential zon-
ing used data from eight 
localities that account for 
nearly all (93 percent) 
data centers in Virginia. 
(See Appendix B.) 
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counties—such as Fairfax, Stafford, and Henrico—have also received proposals for 
data centers close to residential areas.  

Trends in real estate availability and facility design increase the likelihood of  future 
residential impacts. As the industry’s footprint in Northern Virginia grows, the amount 
of  land ideal for data center development is decreasing, and developers are more likely 
to consider locations closer to residential and other sensitive areas. Additionally, the 
typical data center building is becoming taller, larger, and more power-intensive, which 
has the potential to make their industrial characteristics more pronounced and, de-
pending on the design, could generate more noise.  

FIGURE 6-3 
Some recently built or approved data centers are close to residential areas 

SOURCE: JLARC site visits, Google Earth, and locality websites. 
NOTE: In order, the pictures depict: (1) existing data center from the Loudoun Meadows neighborhood of Loudoun, 
(2) land approved for Devlin Technology Park in Prince William, (3) an existing data center next to the Regency neigh-
borhood in Prince William, and (4) a proposed site plan for property that was rezoned to allow data centers around 
the Amberleigh Station neighborhood in Prince William. 
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Localities have allowed data centers near 
neighborhoods, sometimes without sufficient 
mitigation of impacts  
Appropriate local planning and zoning decisions can reduce the risk of  data center 
developments affecting residents. Localities need to proactively update their planning 
and zoning to manage data center development, because the industry is rapidly chang-
ing. As recently as 10 years ago, data centers were much smaller facilities that were 
similar in size and appearance to commercial office buildings. Local ordinances that 
continue to treat data centers as non-industrial commercial uses, which are often al-
lowed next to residential areas, are outdated and can affect residents. 

Localities need to consider which areas are appropriate for data center development, 
classify data centers as industrial uses in zoning ordinances, ensure data centers are not 
too close to residential zones, and include requirements to mitigate any potential neg-
ative impacts from data centers, such as building setbacks and height restrictions. In 
addition, local elected officials should adequately consider potential residential impacts 
when considering special permit and rezoning requests. 

Inadequate planning and zoning have allowed data centers near 
residential areas  
Data centers have sometimes been built too close to residential and other sensitive 
areas because local zoning ordinances did not consider them to be an industrial use. 
For example, until 2021, Fairfax considered a data center to be a telecommunications 
facility, which allowed data centers to be built in areas zoned for residential and office 
uses. Loudoun originally treated data centers as an office use and continues to allow 
by-right data center development in areas zoned for office uses in some parts of  the 
county.  

In addition, some localities have zoned industrial areas next to residential areas on their 
zoning maps, even though land use principles state that industrial uses are ideally sep-
arated from residential uses by buffers, such as commercial zones. For example, the 
Great Oak neighborhood in Prince William and the Bren Mar neighborhood in Fairfax 
are directly adjacent to industrial zones (Figure 6-4). This has allowed data center de-
velopment by right despite being close to residences. The likelihood of  residences be-
ing close to data centers has also increased because of  some local decisions to rezone 
land to residential despite being in primarily industrial areas. If  zoning maps are not 
reviewed and updated, more data centers are likely to be built closer to residential areas. 
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FIGURE 6-4 
Some industrial zones border residential zones, allowing by-right data centers 
too close to residential zones 

SOURCE: JLARC review of Prince William and Fairfax geographical informational systems and planning staff reports. 
NOTE: The first picture depicts an existing data center near the Great Oak neighborhood of Prince William. The second 
picture identifies a planned data center near the Bren Mar neighborhood of Fairfax County. Grey coloring indicates a 
zone that is (1) neither residential nor industrial or (2) within another locality. “Zones” refers to the official zoning 
classification in local ordinances. 

Zoning ordinances often include requirements intended to mitigate negative impacts 
from businesses, but these requirements are not always sufficient. Required building 
height limits and property line setbacks are fundamental ways to reduce a develop-
ment’s impacts. For example, the property on the right side of  Figure 6-4 was zoned 
industrial and is only subject to a setback of  at least 40 feet (although the developer is 
voluntarily planning a larger setback). This zoning would have allowed a new data cen-
ter to be built close to the property lines of  two adjacent townhouse complexes. Land-
scaping and architectural requirements are other ways to mitigate data center impacts, 
but their value is limited. Newly planted trees take decades to grow, and the size and 
proximity of  a nearby data center matters more to residents than its architecture.  

Some localities’ elected officials have granted data centers exceptions 
to requirements designed to reduce residential impacts 
Local officials in Virginia have sometimes approved data center requests to build in 
locations that prompt resident opposition or are likely to cause impacts. These elected 
officials are responsible for reviewing applications for special permits and rezonings 
and ensuring they are compatible with the locality’s long-term comprehensive plan (or 
amending the long-term plan). While there is no objective way to assess if  officials 
made the “right” decision in approving a given project, there are cases where elected 
officials’ decisions have led to impacts on residents or contradicted development strat-
egies laid out in long-term plans. For example, 

• Elected officials have approved property rezonings that allow data centers 
next to sensitive locations. Prince William approved rezoning from mixed 
residential to industrial for the Devlin Technology Park (second in Figure 6-
3), which is adjacent to a school and about 80 feet from residential zoning.  
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• Elected officials have approved data center requests in areas that are not 
suitable, according to the locality’s long-term comprehensive plan. In 
Loudoun, the board of  supervisors approved the True North development 
even though staff  recommended denial because the county’s “transitional” 
long-term plan classification for the site does not support data centers 
(sidebar).  

• Elected officials have exempted individual data centers from local require-
ments intended to mitigate negative impacts on residents. For example, 
Loudoun’s board of  supervisors allowed Aligned Energy’s Relocation Drive 
project to exceed the zone’s maximum height and square footage, despite 
staff  recommending against the exemption because of  nearby residential 
areas. 

Some localities have taken steps to minimize 
residential impacts, though success of these efforts 
rests with elected officials  
Residents’ opposition to data centers has grown in recent years, especially in Loudoun 
and Prince William. While data center projects rarely generated citizen opposition in 
the past, it is now more common for individuals and organized groups to speak against 
data center proposals at local planning commission and board of  supervisor meetings. 
Some grassroots groups have been created to fight specific proposals for new data 
centers, joined by existing organizations such as regional environmental groups. These 
local groups often also advocate for more government restrictions on allowable loca-
tions for data centers.  

Opposition to data center proposals has also emerged outside of  the main Northern 
Virginia markets. For example, local groups contested recent proposals in Henrico 
County and the Town of  Warrenton. However, some locations such as Mecklenburg 
have not encountered significant resident opposition.  

Several Virginia localities are making or considering zoning ordinance 
changes to reduce the risk of residential impacts  
Most of  the Virginia localities with sizable data center markets have taken or are con-
sidering steps to better manage future data center development. Since 2019, elected 
officials in the three localities with the most data centers (Loudoun, Prince William, 
and Fairfax) have taken some steps to address residential concerns (Appendix L). For 
example,  

• All three localities have increased the requirements for data centers to im-
prove their appearance or reduce their visibility, for example, increasing set-
back requirements, requiring specific design standards for the building fa-
çade, or screening external mechanical equipment. 

Local planning staff can 
recommend denial for 
several reasons. Some-
times staff may recom-
mend denial because 
they believe more infor-
mation from the devel-
oper is needed before a 
decision should be made. 
Other times staff may 
recommend denial be-
cause the proposed use is 
not compatible with the 
proposed site or there are 
not sufficient mitigations 
planned to adequately 
protect nearby residents.  
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• Loudoun and Fairfax have reduced the number of  zones allowing data cen-
ters by right.  

• All three localities have taken steps to address noise, such as requiring 
sound studies for new projects, requiring proactive sound measuring for ex-
isting data centers, and eliminating a partial exemption in the local noise or-
dinance for nighttime noise from businesses (including data centers). 

• All three localities recently initiated studies of  their data center policies to 
better manage development. Fairfax’s study concluded with elected officials 
amending their ordinances in fall 2024. Loudoun and Prince William are re-
viewing potential changes to their long-term comprehensive plans as part 
of  their studies and tentatively plan to vote on study proposals in 2025. 

In several of  the Virginia localities that are considering or expecting their first data 
center projects, elected officials have proactively implemented planning and zoning 
changes to promote appropriate industry development. The goals of  these changes 
are to avoid the types of  residential impacts that have occurred in established data 
center markets. For example, in 2023, Stafford County added data center principles to 
its comprehensive plan, prohibited data centers in several commercial and light indus-
trial zones, and established industry-specific standards. Culpeper County also coordi-
nated amending its comprehensive plan and zoning ordinance relevant to data centers. 
Culpeper allows data centers in multiple industrial zones but provides tax incentives 
to encourage development in a newly designated Technology Zone with more strin-
gent design requirements. 

Localities generally have adequate expertise to make data center 
decisions 
For the most part, local government staff  possess sufficient expertise to support the 
review and approval of  data center projects. Data centers are one of  many types of  
development that local planning, permitting, and other staff  evaluate. Evaluating 
whether a data center project is in an allowable location, has appropriate setbacks and 
building height, or is proposing effective landscape screening is similar to evaluating 
other large commercial or industrial developments. The one exception is noise, a topic 
where staff  from several localities would like more expertise. For example, planning 
staff  from a locality with data center experience are uncertain whether their recently 
revised ordinances are the right way to prevent data center noise impacts.  

Data center applications can be challenging, however, for smaller counties with less 
experience with the industry, given the complexity, size, and scale of  data center pro-
jects. These localities have addressed challenges by reaching out to staff  in other local-
ities with more industry experience and by contracting for tasks where their expertise 
may be lacking, such as assessing economic impacts. For some functions, such as re-
views of  stormwater management plans, the Department of  Environmental Quality 
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may perform the review instead of  the locality. Larger counties have sometimes used 
consultants as well, such as Prince William for a noise study. 

Effectiveness of local efforts to minimize residential impacts 
ultimately depends on elected officials 
The effectiveness of  local efforts to minimize the residential impacts from data center 
development ultimately depends on elected officials. Local staff  can propose well-de-
signed zoning ordinance changes and provide sound advice on whether a special per-
mit or rezoning request should be approved based on local development standards 
and the locality’s comprehensive plan, but elected officials make the final decisions. As 
described above, elected officials in Fairfax, Loudoun, and Prince William have re-
cently taken actions to minimize residential impacts of  data centers, and several local-
ities considering data center projects are taking actions proactively. While these actions 
do not guarantee elected officials will always make the “right” decisions to address 
impacts, they do indicate that elected officials are actively responding to residents’ con-
cerns. 

State intervention does not appear warranted, but 
localities should consider using key practices in data 
center ordinances and decisions 
Land use decisions are traditionally a local responsibility in Virginia, because they di-
rectly affect local residents. Land use decisions are also very site specific, and local 
governments are better positioned than the state to evaluate what is appropriate for a 
given site.  

Nature of data center impacts does not appear to merit state 
intervention, and localities appear to be taking needed actions 
Although some stakeholders have advocated for greater state involvement in land use 
decisions, there is not currently a compelling reason for a state role in setting local 
requirements for data centers or intervening in local approval decisions. State inter-
vention should be considered only if  local policies are causing significant threats to 
residents’ health and safety or other significant harm, but that is not the case with data 
centers.  

Furthermore, only a minority of  data centers in Virginia have been reported to impose 
negative impacts on residents. While some localities have allowed data centers to be 
built in areas incompatible with residential uses, those localities now appear to be tak-
ing actions to avoid future impacts by reviewing and changing local zoning ordinances. 
Other localities that have not experienced negative impacts on residents yet appear to 
be taking proactive action to minimize impacts.  
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Localities should implement several practices to minimize residential 
impacts 
Localities should implement several practices to protect residents and ensure data cen-
ter development proceeds appropriately and with minimal impacts. Namely, localities 
should: 

• classify data centers as an industrial use in their zoning ordinances;  
• review the locations of  zones allowing data centers by right, and adjust the 

zoning map if  needed, considering proximity to residential areas; 
• ensure that minimum requirements in the zoning ordinance adequately mit-

igate negative impacts on residential or other sensitive areas (e.g., setbacks, 
building heights), and add requirements specific to data centers as needed;  

• identify optimal areas for data center development in the locality, including 
locations that are suitable from the county’s perspective (e.g., far from resi-
dential areas) as well as the industry’s perspective (e.g., large parcels, access 
to transmission); 

• reduce the likelihood of  noisy data centers (including through limiting al-
lowable locations and requiring sound modeling) and prohibit the constant 
low-frequency noise of  data centers from reaching residential areas; and 

• require commitments from data centers making zoning requests to suffi-
ciently mitigate negative impacts on any nearby residential areas. 

Localities can take steps to mitigate data center noise, but some are 
unsure of authority to do so 
Although only a few data centers have caused impacts to residential areas, noise is 
reported to be one of  the most disruptive problems for residents, and data center 
noise concerns can be difficult to resolve. Noise impacts can be reduced by siting data 
centers away from residential areas and by modeling data centers’ potential noise im-
pact before they are built. Localities also need to be able to address noise that occurs 
after data centers are operational. 

Noise concerns can be reduced by modeling data center sound impacts before a 
data center is built 
In addition to having zoning ordinances that prevent data centers from being located 
close to residential areas, localities should require sound modeling for data centers 
proposed close to residential areas. Sound modeling predicts the sound a facility will 
generate once operational and provides an opportunity for building designers to assess 
the need for, and effectiveness of, sound reduction strategies. Localities could review 
study results to determine if  any further action, such as sound barrier construction, 
should be required before approving a development project.  
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Sound modeling studies can also be used to establish the baseline level of  noise already 
occurring around the proposed data center site, which can later be used to determine 
whether a data center has contributed to noise in the area. Many data center companies 
are now doing sound modeling studies for all or some of  their projects, and companies 
explained that sound modeling prior to construction is worthwhile because reducing 
noise after a building is operational can be difficult and expensive.  

Some localities were unsure whether Virginia law allows them to require sound mod-
eling studies. Given this uncertainty, the Code of  Virginia should be amended to clarify 
that local governments have the authority to require sound modeling studies by data 
center developers and to review and consider the results in their land use decisions.  

RECOMMENDATION 7 
The General Assembly may wish to consider amending the Code of  Virginia to ex-
pressly authorize local governments to require sound modeling studies for data center 
development projects prior to project approval. 

The state could incentivize sound modeling by making eligibility for the sales and use 
tax exemption contingent on this work being performed for any new data center de-
velopments proposed near residential areas. For example, the General Assembly could 
amend the law to require any data center company with a data center that is proposed 
to be constructed in 2026 or later near a residential area or area zoned for residential 
development perform a sound modeling study and provide the results to the appro-
priate locality in order to qualify for the exemption. 

POLICY OPTION 7 
The General Assembly could amend the Code of  Virginia to require that, as a condi-
tion for receiving the sales and use tax exemption, data center companies conduct a 
sound modeling study prior to the development of  a proposed data center that is to 
be located within a certain distance of  a residential development or area zoned for 
residential development and provide the study findings to the appropriate locality. 

Localities also need the ability to address noise issues that occur once a data 
center is operational  

Localities also need to be able to address data centers’ noise once they are operational, 
but local ordinances have been largely ineffective at addressing data center noise con-
cerns. Most local noise limits are defined using “A-weighted” decibels (sidebar). This 
metric is designed to target excessively loud noise from sources such as parties and 
barking dogs. The lower frequency noise data centers emit is not fully captured in “A-
weighted” decibels. Therefore, data center noise rarely exceeds the allowable limits set 
in ordinances, despite the constancy of  the sound being problematic for residents. To 
effectively address data center sounds that cause resident complaints, localities could 

“Decibels” are a pure 
unit of measurement of 
sound’s volume. When 
measuring sound, differ-
ent modifications can be 
used to account for vari-
ous frequencies. For ex-
ample, ”A-weighted” dec-
ibels prioritize 
frequencies perceived 
loudest by humans and 
therefore reduce particu-
larly low frequencies. “C-
weighted” decibel meas-
urements account more 
for low frequencies. 
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develop a supplemental noise limit defined using a metric that better accounts for low 
frequency sounds, such as “C-weighted” decibels.  

Another challenge is that most localities address excessive noise in noise ordinances, and 
state law limits civil penalties for noise ordinance violations to $500 after the first of-
fense. Stakeholders have expressed concern that this small penalty is not sufficient to 
affect the behavior of  the large companies that own data centers. Addressing noise 
limits through localities’ zoning ordinances would allow localities to better address data 
center noise. For example, the zoning ordinance could prescribe a process for meas-
uring potential noise violations and penalties for not addressing them. 

Some localities were unsure whether state law allows them to (i) establish maximum 
sound levels in alternative low frequency sound metrics and (ii) set noise rules and 
enforcement mechanisms in their zoning ordinances. The state should clarify that local 
governments have the authority to use these approaches to address data center noise. 

RECOMMENDATION 8 
The General Assembly may wish to consider amending the Code of  Virginia to ex-
pressly authorize local governments to establish and enforce maximum allowable 
sound levels for data center facilities, including (i) using alternative low frequency noise 
metrics and (ii) setting noise rules and enforcement mechanisms in their zoning ordi-
nances, separate from existing noise ordinances. 
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7 Potential Changes to Data Center Sales Tax 
Exemption to Address Policy Concerns 

 

Virginia’s data center retail sales and use tax exemption is a valuable incentive to data 
centers (providing $928 million in savings in FY23), and about 90 percent of  the in-
dustry (as measured by megawatts of  power) uses the exemption. The General As-
sembly could therefore use the exemption to incentivize the industry to take actions 
that help address many of  the concerns discussed throughout this report.  

If  consideration is given to amending the exemption, two factors should be consid-
ered. The exemption was adopted primarily to attract data centers to Virginia for eco-
nomic development purposes, so any changes to advance other policy goals could 
make it a less effective economic development tool. The exemption is also consistent 
with tax policy principles that generally exempt businesses’ production-related inputs 
(in this case computer and related equipment) and therefore provides equitable tax 
treatment with other capital-intensive industries that have business input exemptions.  

Exemption changes could encourage continued data 
center growth, reduced energy demand, or a 
balance of these priorities 
The data center industry provides positive economic benefits to Virginia (Chapter 2). 
However, a primary concern about the growing industry is the immense increase in 
energy demand it will require (Chapter 3), which could increase costs to other custom-
ers (Chapter 4). The state could consider changes to the exemption to maintain data 
center industry growth, reduce energy demand by reducing industry growth, or at-
tempt to balance these two competing priorities.  

Extending the exemption could help Virginia maintain industry 
growth and associated economic and local tax revenue benefits 
The data center industry provides moderate economic benefits to Virginia and can 
provide localities that have them with substantial tax revenues. While economic bene-
fits are concentrated in Northern Virginia, other regions of  the state also benefit. For 
example, data center construction benefits equipment manufacturers and material sup-
pliers in Tidewater, Southwest, and Southside Virginia. While historically only a few 
localities have benefited from data center tax revenues, the industry is rapidly growing. 
Data center projects are under development in at least 15 localities, most of  which did 
not previously have data centers. Therefore, from an economic development perspec-
tive, the state may want to continue attracting the industry and maintain Virginia’s po-
sition as a top global data center market.  
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The state’s data center sales tax exemption is scheduled to expire in 2035, and data 
center representatives unanimously reported that expiration of  the exemption would 
have a negative impact on the state’s ability to attract new data centers and keep exist-
ing ones. Some companies indicated the expiration date could start to affect site selec-
tion and expansion decisions made in the next few years, because companies typically 
consider the costs of  data center ownership over a 15- to 20-year period when making 
location decisions. Companies indicated that, without the exemption, the total cost of  
data center ownership and operation would significantly increase. Virginia is currently 
competing for new data center development with several other primary U.S. markets, 
almost all of  which have data center exemptions. Without an exemption, data center 
representatives indicated any new development in Virginia would be limited to only 
what is “absolutely necessary,” and development would likely shift to other markets.  

To help Virginia remain competitive, the state could extend the exemption’s expiration 
date. To influence future site selection decisions, an extension would need to be in 
place well before 2035. A reasonable new expiration year would be 2050, which would 
match the special extension that has already been created for companies that meet 
certain additional criteria (sidebar). The exemption should continue to have an expira-
tion date, because this is considered an effective practice to ensure periodic scrutiny 
of  its need and effectiveness.  

POLICY OPTION 8 
The General Assembly could amend the Code of  Virginia to extend the expiration 
date for the state’s sales and use tax exemption for data centers from 2035 to 2050. 

Extending the expiration date for the exemption, without making any other changes 
to it, would not address one structural issue with the exemption. Most of  the economic 
benefits of  the exemption occur during data center construction, but the exemption 
provides companies with substantial tax benefits in subsequent years after economic 
benefits have declined.  

Allowing the exemption to expire could help reduce industry growth 
and associated energy demand 
Virginia’s utilities have historically been able to keep up with energy demand, but even 
if  data center energy use grows at only half  the forecasted rate, the state will need to 
make enormous investments in energy infrastructure. While data centers will incur 
much of  the cost of  new infrastructure investments, energy rates for all users are likely 
to increase. Growing energy demand could also make it more difficult for the state to 
meet goals set forth in the Virginia Clean Economy Act. 

If  the General Assembly wishes to slow down the data center industry’s growth in 
Virginia because it determines that energy concerns outweigh the industry’s economic 
benefits, it could allow the sales tax exemption to expire in 2035. While it is difficult 
to gauge the exact effect this would have, it is likely industry growth would slow and 
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could eventually stop or even contract. If  the industry contracts, it would reduce the 
need for future generation and transmission infrastructure but would actually increase 
energy costs paid by other ratepayers, who would have to share a larger portion of  
current systemwide costs. While the state could allow the exemption to expire only in 
certain localities or regions, like Northern Virginia, that approach would be less effec-
tive in reducing overall growth in energy demand. Industry growth is occurring in 
several counties outside of  the Northern Virginia region and is expected to continue, 
so allowing the exemption to expire in Northern Virgina while extending it elsewhere 
would not address the energy impacts where much of  the future industry growth is 
likely to occur (sidebar).  

If  the General Assembly allowed the exemption to expire in 2035, it would need to 
determine how to treat the large subset of  data centers that will likely qualify for the 
special 2040 or 2050 extension. This extension currently pertains only to Amazon Web 
Services, but other companies may be interested in developing agreements to use the 
extension. Disallowing Amazon Web Services from using the extension would likely 
affect its custom performance grant agreement with the state to develop multiple data 
center facilities throughout Virginia, which was negotiated under the assumption the 
company would receive the extension, and could be subject to legal challenges.  

POLICY OPTION 9 
The General Assembly could allow the sales and use tax exemption for data centers to 
expire in 2035. 

Exemption could be changed to balance industry growth with energy 
impacts 
By either extending the exemption or allowing it to expire, the state would be choosing 
either economic benefits or reduced energy impacts. An alternative approach is to try 
and balance these competing objectives. The state could do this by allowing the full 
exemption to expire in 2035 (or ending it before then) and applying a partial tax ex-
emption to 2050. 

The size of  a partial exemption could depend on whether the state wants to emphasize 
economic benefits or reduced energy impacts. For example, under the current exemp-
tion, qualifying companies are exempt from paying the full 4.3 percent state share of  
the retail sales and use tax and local and regional portions (sidebar). Focusing on the 
state share, a partial exemption could require qualifying companies to pay a 1 percent 
sales tax, which would keep much of  the exemption’s value intact and would likely 
remain somewhat effective at promoting industry growth (but would do less to reduce 
energy use). Alternatively, qualifying companies could be required to pay a higher 3 
percent sales tax, which would likely be less effective at promoting industry growth 
and so would reduce future energy use more. By choosing a higher partial tax rate, the 
state could risk losing some of  its existing data centers, particularly in Northern 
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sales and use tax in-
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Virginia, although this risk may be diminished by the region’s many attributes that 
make it so attractive to the industry. 

The state would need to determine if the partial exemption would apply to data cen-
ters that qualify for the existing special 2040 or 2050 extension.  This extension cur-
rently pertains only to Amazon Web Services, but other companies may be interested 
in developing agreements to use the extension. To be most effective at addressing 
energy impacts, and to maintain a level playing field for competitors, the same or a 
similar partial exemption could also be applied to these data centers.   

POLICY OPTION 10 
The General Assembly could amend the Code of  Virginia to extend a partial sales and 
use tax exemption for data centers from 2035 to 2050.  

A partial exemption would also better align the economic benefits the state receives 
with the exemption’s value. Most economic benefits occur during construction, and 
switching to a partial exemption in 2035 would reduce the value of the exemption in 
later years when the economic impacts of current and planned data centers could be 
expected to slow. A partial exemption would also generate more revenue for the 
state. For example, a 1 percent partial sales tax would have generated approximately 
$160 million in state tax revenue in FY23. 

Exemption changes could address other policy 
concerns related to the data center industry 
If  the decision is made to extend the exemption, this report provides several  options 
the General Assembly could enact  to modify it and address concerns in specific policy 
areas (Table 7-1). These policy options would add new requirements, in addition to the 
existing requirements, for data centers to be eligible to receive the exemption (sidebar). 
These options could be phased in gradually to give data center companies enough time 
to implement them, and the General Assembly could decide to enact some but not 
others. 

The General Assembly will need to determine its primary policy goals for the industry 
to determine whether to add new requirements to the exemption. If  some or all of  
these policy options were adopted, it would likely make the exemption harder to use 
and more complex to administer. Alternatively, the General Assembly could pass leg-
islation requiring the industry to take these actions, regardless of  whether they qualify 
for the exemption, but this approach could lead to some data centers choosing to 
either shut down or operate in violation of  the law. 

The policy options in Table 7-1 would require changes to the Memoranda of  Under-
standing (MOUs) all data center companies are required to enter into with the Virginia 
Economic Development Partnership (VEDP) to receive the exemption. Current law 
allows all of  a company’s data centers in a specific locality to collectively qualify for 

Virginia’s sales tax ex-
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ment). 
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the exemption. Therefore, the company reports data to VEDP for all of  its data cen-
ters in each locality where it operates rather than by each individual data center. Policy 
options that apply only to new data centers might require changing MOUs to apply to 
each individual data center or to have addenda to the MOUs that identify the individual 
eligible data centers. VEDP would need to determine exactly how MOUs would need 
to be restructured.  

VEDP would also need to determine the evidence data center companies would need 
to provide to qualify for the exemption, which would likely add to the complexity of  
administering the exemption. For example, companies could be required to provide 
appropriate documentation before a new data center becomes operational to qualify 
for the exemption. Alternatively, companies could be allowed to self-certify under the 
condition that documentation must be provided if  requested by VEDP or Virginia 
Tax. VEDP would need to develop guidelines for how to implement any new compli-
ance requirements and set forth new terms in the MOUs. 

TABLE 7-1 
General Assembly could modify the sales tax exemption to address energy, 
natural resource, historic resource, and residential impacts 

Change Issue Addressed Policy option 
Options that could apply to all Virginia data center operations  
Implement ISO-50001 Energy Management standard 
or equivalent 

Energy impacts and costs 1 

Implement ISO-14001 Environmental Management 
Systems standard or equivalent 

Natural resource impacts 5 

Options that could apply to new data centers built after a certain date 
No Tier 2 diesel generators in Northern Virginia 
Ozone Non-Attainment area without SCR systems 

Natural resource impacts 4 

Phase 1 historic resources study required, viewshed 
study required if near registered historic site 

Historic resource impacts 6 

Sound modeling (noise) study required Residential impacts 8 

SOURCE: JLARC staff analysis.   
NOTE: ISO = International Organization for Standardization. SCR = Selective Catalytic Reduction systems that re-
duce emissions of nitrogen oxides, a major contributor to smog-forming ozone, and other harmful emissions. 
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Appendix A: Study resolution  
Resolution of  the Joint Legislative Audit and Review Commission directing 

staff  to review data centers 

Authorized by the Commission on December 11, 2023 

WHEREAS, there has been substantial growth in the data center industry in Virginia, 
particularly Northern Virginia which has the largest concentration of  data centers in 
the world, Southern Virginia, the Greater Fredericksburg region, and the Greater Rich-
mond region; and  

WHEREAS, growth in the data center industry is expected to continue with increasing 
demand from deployment of  advanced and innovative technologies used by individu-
als, business of  all sizes across all industries, government agencies, and other organi-
zations that require the digital infrastructure that data centers provide; and   

WHEREAS, data centers can bring economic benefits to localities because they can 
create significant economic activity during construction, they can increase property tax 
revenue for local governments without placing high demands on government services 
like schools, and the clustering of  data centers can make a region more attractive to 
other high tech businesses and help support ecosystems of  vendors, service providers, 
and suppliers; and   

WHEREAS, concerns exist over data centers because they require large amounts of  
energy, which can affect the broader energy market; they may have impacts on natural, 
historical, and cultural resources; and some citizens have expressed opposition to hav-
ing data centers located near residential areas due to concerns over issues such as noise 
and the adverse visual impact: and 

WHEREAS, the data center sales tax exemption is Virginia’s largest economic devel-
opment incentive, and JLARC conducted an in-depth review of  the exemption in 
2019; now, therefore, be it  

RESOLVED by the Joint Legislative Audit and Review Commission that staff  be di-
rected to review the overall impacts of  the data center industry in Virginia and state 
and local policies regarding the industry. In conducting its study staff  shall (i) research 
recent and expected trends in factors impacting data center industry growth and fore-
cast future growth of  Virginia’s data center industry, taking into account how various 
factors may affect these projections; (ii) assess impacts of  the data center industry on 
Virginia’s natural resources, as well as historic and cultural resources, and identify po-
tential technologies that could reduce their impacts on these resources; (iii) assess the 
impacts of  the data center industry on current and forecasted energy demand and 
supply in Virginia, including how data centers will likely affect future energy infrastruc-
ture needs, energy rates paid by customer classes and whether cost allocation methods 
ensure no single customer class is unreasonably subsidized by other customer classes, 
and the state’s ability to transition from fossil fuels to renewable energy sources; (iv) 
estimate the impact of  the data center industry on local revenue and assess how local 
tax policies may affect data centers; (v) identify how data centers may impact local 
residents, including concerns such as noise pollution, decreasing property values, and 
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the adverse visual impact; (vi) identify considerations around the construction and sit-
ing of  data centers, and review how zoning and regulatory restrictions and require-
ments can affect data center deployment; (vii) identify guidance and assistance state 
agencies could provide to local governments for use in making decisions about the 
location and expansion of  data centers; (viii) assess whether more geographically di-
verse data center industry growth would provide greater economic benefits to the 
Commonwealth, and if  so, identify obstacles to attracting data centers to other areas, 
particularly economically distressed or rural regions of  the state, and policy changes 
that could increase geographic diversity, such as changes in electricity policy, tax policy, 
and broadband infrastructure policy; (ix) compare Virginia’s competitiveness in attract-
ing data centers with other states; and (x) determine if  Virginia’s data center tax ex-
emption could be improved, including whether the exemption could be better targeted, 
the level of  benefit is appropriate given the cost, or other changes should be consid-
ered.   

JLARC may make recommendations as necessary and may review other issues as war-
ranted.  

All agencies of  the Commonwealth, including the Virginia Department of  Energy, the 
Virginia Department of  Environmental Quality, the State Corporation Commission, 
the Virginia Economic Development Partnership Authority, the Virginia Department 
of  Taxation, and Virginia local governments shall provide assistance, information, and 
data to JLARC for this study, upon request. JLARC may use consultants as necessary 
to complete the study. JLARC staff  shall have access to all information in the posses-
sion of  agencies pursuant to § 30-59 and § 30-69 of  the Code of  Virginia. No provi-
sion of  the Code of  Virginia shall be interpreted as limiting or restricting the access 
of  JLARC staff  to information pursuant to its statutory authority. 
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Appendix B: Research activities and methods   

Key research activities performed by JLARC staff  for this study included: 

• structured interviews with local residents and stakeholder groups, data center companies 
and developers, state and local officials, electric and water utility companies, and subject-
matter experts;  

• contracts with consultants to produce an independent energy demand forecast for Virginia 
and its utilities, and model how future data center growth in Virginia is likely to impact en-
ergy supply, demand, emissions, and cost;  

• site visits to data centers and nearby communities;  
• development of  inventories of  (i) operational and (ii) planned data centers;  
• economic impact analysis of  the data center industry (see Appendix D); 
• data collection and analysis, including on data center water usage, emissions, capital ex-

penditures, employment and tax benefits amongst users of  the data center tax exemption, 
and data center proximity to residential areas;  

• review of  state and local laws, ordinances, reports, and policies relevant to energy, natural 
and historic resources, land use, and noise;  

• review of  research literature relevant to data centers, energy, natural and historic resources, 
and noise; and  

• review of  other documents, literature, and media sources. 

Structured interviews  
Structured interviews were a key research method for this report. JLARC staff  conducted over 250 
interviews with 165 different stakeholders. 

Residents and stakeholder groups  
JLARC staff  conducted interviews with nearly 20 local residents and resident stakeholder groups, such 
as neighborhood associations, including those in Fairfax, Fauquier, Henrico, Loudoun, and Prince 
William counties. These interviews focused on the impact of  data centers on local residents and com-
munities, such as viewshed and noise issues.   

JLARC staff  also conducted roughly 20 interviews with state and regional stakeholders groups, in-
cluding those that represent data center companies, electric cooperatives, construction tradespeople, 
land conversation and preservation, battlefield preservation, sustainability and the environment, and 
local and tribal interests. Staff  interviewed the American Battlefield Trust, Clean Virginia, Cultural 
Heritage Partners, Data Center Coalition, Friends of  the Rappahannock, Northern Virginia Technol-
ogy Council, Preservation Virginia, Sierra Club, Southern Environmental Law Center, Virginia Asso-
ciation of  Counties, Virginia Association of  Soil and Water Conservation Districts, Virginia Chapter 
of  the American Planning Association, Virginia Clinicians for Climate Action, Council of  Virginia 
Archaeologists, Virginia Data Center Reform Coalition, Virginia Farm Bureau Federation, and Vir-
ginia, and Maryland & Delaware Association of  Electric Cooperatives. Staff  also interviewed 
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representatives of  the Pamunkey tribe. These interviews covered a range of  topics related to the im-
pact of  data centers.  

Data center companies and developers  
JLARC staff  conducted nearly 40 interviews with 12 data center companies and developers. These 
companies operate colocation and hyperscale data centers in Virginia and include industry leaders. 
These interviews covered a range of  topics, including their data center operations in Virginia, the 
economic impact of  data centers, data center site selection, energy issues and sustainability, and the 
impact of  data centers on natural and historic resources, local planning, and community impacts.  

State agency staff  
JLARC staff  conducted more than 30 interviews with state agency staff, including staff  from the 
Virginia Department of  Environmental Quality (DEQ), State Corporation Commission, Virginia 
Economic Development Partnership, Virginia Department of  Taxation, Virginia Department of  Con-
servation and Recreation, Virginia Department of  Historic Resources, Virginia Department of  For-
estry, Virginia Department of  Agriculture and Consumer Services, Virginia Department of  Energy, 
Virginia Department of  Housing and Community Development, and Virginia Department of  General 
Services. These interviews covered a range of  topics related to the impact of  data centers, including 
energy issues, issues related to natural and historic resources, and economic development.  

Local government staff  
JLARC staff  conducted more than 50 interviews with local government staff  and elected officials in 
Caroline, Chesterfield, Culpeper, Fairfax, Fauquier, Frederick, Henrico, Loudoun, Mecklenburg, 
Prince William, Stafford, and Wise counties, and the town of  Warrenton. These interviews covered a 
range of  topics, including planning and zoning, economic development, environmental services, pub-
lic works, historic resources, and local tax and revenue impacts.  

Federal government staff  
JLARC staff  conducted interviews with staff  at the U.S. Army Corps of  Engineers, U.S. Department 
of  Agriculture, and U.S. Environmental Protection Agency. These interviews generally focused on the 
impact of  data centers on natural resources.  

Electric companies and cooperatives in Virginia and Virginia’s regional transmission organiza-
tion  
JLARC staff  conducted more than 20 interviews with electric companies and cooperatives in Virginia, 
including Dominion Energy, Appalachian Power Company, and the Central Virginia, Mecklenburg, 
Old Dominion, Northern Virginia, and Rappahannock electric cooperatives. These interviews focused 
on the impact of  data centers on energy demand, supply, and rates. Interviews with Dominion Energy 
also focused on energy transmission and generation issues.  

JLARC staff  also interviewed the PJM regional transmission organization, which serves Virginia. 
These interviews focused on energy transmission and generation in the region, as well as the impact 
of  data centers on energy demand and supply.  
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Water utilities  
JLARC staff  conducted 15 interviews with local water utilities, including those in Caroline, Fairfax, 
Fauquier, Henrico, Loudoun, Mecklenburg, Prince William, Stafford, and Wise counties. These inter-
views focused on the impact of  data centers on water utilities, planning, and availability.  

Subject-matter experts  
JLARC staff  conducted more than 25 interviews with subject-matter experts across a range of  topics 
related to data centers. These experts included researchers at the Cooling Technologies Research Cen-
ter at Purdue University, Lawrence Berkeley National Laboratory, National Renewable Energy Labor-
atory, Occoquan Watershed Monitoring Laboratory, and Rutgers Noise Technical Assistance Center; 
experts at engineering, law, and real estate firms with experience working with data centers; and leading 
data center construction materials and equipment manufacturers, such as a steel fabricator and gener-
ator manufacturer.    

Contracts with consultants  
JLARC contracted with faculty from the Weldon Cooper Center for Public Service at the University 
of  Virginia (Weldon Cooper Center) to develop an independent energy demand forecast for Virginia 
and its utilities. JLARC also contracted with consulting firm Energy + Environmental Economics 
(E3) to model how data center growth in Virginia is likely to affect future generation and transmission 
needs and whether the associated costs of  system changes could be passed on to residential ratepayers. 
E3’s work was divided into two projects: (1) grid modeling and (2) cost of  service and rate impacts.  

Additionally, JLARC contracted with Terance Rephann and Joao Ferreira, regional economists at the 
Weldon Cooper Center, to assist in the economic impact analysis. The methods used for the economic 
impact analysis are described in Appendix D. 

Weldon Cooper Center energy demand forecast 
WCC was contracted to develop an independent energy demand forecast for Virginia that accounts 
for the expected growth of  the data center industry. WCC collected data on historical retail energy 
sales for Dominion Energy, Appalachian Power Company (APCO), and utilities serving the rest of  
Virginia. WCC collected additional data on retail energy sales to data center customers for the utilities 
that currently serve most of  the Virginia data center industry: Dominion, Northern Virginia Electric 
Cooperative (NOVEC), and Mecklenburg Electric Cooperative (MEC). WCC also collected data on 
metered load forecasts for data center customers in the Rappahannock Electric Cooperative (REC). 
REC does not currently have any operational data center customers, but a substantial number of  new, 
large data center campuses are planned to be built in REC’s distribution service territory.  

Using historical energy sales data, WCC applied advanced statistical methods to develop an uncon-
strained energy demand forecast for Virgina. The unconstrained demand forecast shows what demand 
would be before accounting for constraints like the ability to build enough energy infrastructure to 
meet demand. WCC also developed a forecast for half  of  unconstrained demand to provide a lower-growth 
scenario for analysis purposes. Finally, WCC developed a no new data center demand forecast so that the 
effects of  the industry on energy demand could be isolated for analysis purposes. WCC’s forecast 
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made several projections, including baseload demand growth from all non-data center customers, de-
mand growth from data center customers, and demand growth from electric vehicles. Additional de-
tails on the data and statistical methods used to develop the forecast are detailed in WCC’s final report 
to JLARC staff. 

WCC’s forecasts cover the period from 2025 to 2050, because VCEA requires carbon emitting gener-
ation owned by Dominion and APCO to be retired by 2045 and for the utilities to have all energy 
from non-carbon emitting sources by 2045 (Dominion) or 2050 (APCO). However, because forecasts 
become more speculative the farther out they go, this report shows energy demand forecasts up to 
2040. The energy demand forecasts for later years are detailed in WCC’s final report to JLARC staff. 

One of  the limitations of  the WCC forecasts is that historical data does not fully capture some of  the 
trends that are likely to drive future data center growth, such as how artificial intelligence (AI) will be 
developed and deployed. However, the unconstrained demand forecast is within the bounds of  what 
can be expected in the next five-plus years based on the electric service and construction agreements 
that utilities report having in place with data center customers. It is important to note that because 
forecasts were developed using actual, historical energy sales, they are not subject to distortion by 
speculative capacity requests from developers or data center companies.  

Energy + Environmental Economics grid modeling (project 1) 
E3 developed a model of  the regional PJM generation and transmission grid. E3 then converted the 
WCC energy demand forecasts into peak load demand forecasts that estimate the highest overall power 
demand that would be placed on the grid each year, under different scenarios. The peak load forecast 
considered daily and seasonal energy use trends and weather patterns. E3 then modeled three main 
demand scenarios. For each of  the demand scenarios, the model considered the most feasible and 
economical approaches to meeting infrastructure needs with and without the requirements of  the 
Virginia Clean Economy Act (VCEA). 

• Scenario 1: unconstrained demand, with and without VCEA. E3 also modeled variations 
where unconstrained demand and VCEA requirements could be met by using high levels 
of  nuclear and renewable generation or by better regional coordination across PJM.  

• Scenario 2: half  of  unconstrained demand, with and without VCEA. 
• Scenario 3: no new data center demand, with and without VCEA.  

E3’s modeling used industry standard approaches and tools used for electric utility and state energy 
planning purposes. The model applied constraints on the amounts of  infrastructure that could be built 
by 2030 using historical build rates, relaxed those constraints for 2035, and removed most constraints 
for 2040 and following years. Modeling was based on state and federal laws and regulations in place 
in 2024. For VCEA scenarios, the model followed the “letter of  the law” and assumed that certain 
requirements—such as the Renewable Portfolio Standards and associated Renewable Energy Certifi-
cate requirements for investor-owned utilities—would not apply to electric cooperatives. This assump-
tion has a significant impact because a majority of  future data center growth is expected to occur in 
the electric cooperatives’ distribution service territories. Societal costs, such as the social cost of  car-
bon, were not explicitly included in the model. Additional details on the exact methods and assump-
tions used to develop the model are detailed in E3’s final report to JLARC staff. 
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For each scenario, the model predicted the mix of  generation and transmission capacity that would be 
needed to meet demand, the resulting mix of  generation energy sources (including energy imports), 
and their associated emissions. Outcomes were developed for the Dominion transmission zone, Vir-
ginia, and the PJM region. The model also predicted system costs for the Dominion transmission 
zone, where most data center growth is expected to occur. Each scenario outcome was tested to ensure 
that the system being built would be functional and meet industry standard reliability requirements.  

E3’s grid modeling covers the period from 2025 to 2050 because VCEA requires all carbon emitting 
generation owned by Dominion and APCO to be retired by 2045 and for the utilities to have all energy 
from non-carbon emitting sources by 2045 (Dominion) or 2050 (APCO). However, because energy 
demand forecasts and generation options become more speculative in further out years, this report 
only shows model results up to 2040. The model’s results for later years are detailed in E3’s final report 
to JLARC staff. 

Energy + Environmental Economics cost of service and rate impact analysis (project 2) 
For the cost-of-service analysis, E3 examined how costs were being incurred and allocated to different 
customer classes under the rate structures in place at Dominion Energy, NOVEC, and MEC. The 
purpose of  this analysis was to determine if  the current rate structures were wholly recovering costs 
from the customers who are incurring those costs. E3’s cost-of-service analysis was done using indus-
try standard approaches and tools for electric utility planning purposes. Additional details on the exact 
methods and assumptions used in this analysis are detailed in E3’s final report to JLARC staff. 

For the rate impacts analysis, E3 focused on how changing demand could affect generation and trans-
mission costs for residential ratepayers in Dominion’s distribution service territory. Dominion was 
chosen because of  its large size and concentration of  data centers. Residential rate changes were a key 
focus because they show how Virginia households could be affected by growing data center demand 
and are indicative of  how other customers, such as businesses, might be affected.  

E3’s analysis of  rate impacts followed three steps. First, E3 estimated total costs that would be at-
tributable to the Dominion transmission zone, under the different energy demand scenarios discussed 
above, using its grid model. Second, for the Dominion distribution service territory, E3 estimated how 
costs would be allocated to residential customers, assuming that the company regularly reallocated 
costs to its different customer classes using current state- and federally approved allocation method-
ologies. Third, E3 translated these costs into the incremental cost per kilowatt-hour that would be 
passed on to residential ratepayers. 

E3’s rate impact analysis was limited to generation and transmission cost increases that could be at-
tributed to growing data center demand. The analysis captures the cost of  transmission needed to 
increase capacity into the Dominion transmission zone (interzonal transmission) and to interconnect 
with new generation sources. A significant portion of  potential future transmission costs, associated 
with transmission projects within the Dominion transmission zone (intrazonal transmission), were not 
captured because these projects and their costs cannot easily be predicted.  The analysis did not con-
sider potential changes to distribution rates because most increases in distribution costs from the data 
center industry are effectively allocated to and recovered from these customers. E3’s analysis also did 
not consider how Dominion’s allowable profit margin would factor into rate impacts.  
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JLARC staff  converted E3’s rate impact data to show how a typical residential customer, using 1,000 
kilowatt-hours of  energy per month, could be affected. JLARC staff ’s conversion included an adjust-
ment to account for Dominion’s allowable profit margin but did not incorporate several other costs 
that affect the total residential bill. Consequently, Dominion’s total residential bill projections, from its 
integrated resource plan, show much larger overall increases than the numbers presented in this report. 
Dominion’s projections apply to the whole residential bill and include several costs that are not cap-
tured in JLARC’s analysis, such as distribution costs and the cost of  some additional transmission and 
generation projects that may not be solely attributable to data centers. Dominion’s residential bill pro-
jections are also in nominal dollars that have been adjusted upward using an inflation assumption 
whereas JLARC’s are held in constant (or real) 2024 dollars to show the real growth of  costs that 
consumers will experience, independent of  inflation. The demand forecast that Dominion uses in its 
rate projections is similar to the WCC unconstrained demand forecast but substantially higher than 
the half  of  unconstrained demand forecast. 

Site visits  
JLARC staff  conducted site visits to two operational data centers in Virginia, including one in 
Loudoun and one in Henrico. Staff  conducted these site visits to better understand how data centers 
are designed and operated. For example, staff  observed the data halls, power and cooling systems, and 
backup generators, and listened to noise levels throughout the facilities. Staff  also spoke with a variety 
of  personnel at the data centers, including facility operations managers and operational and mainte-
nance staff.  

Additionally, JLARC conducted multiple site visits to observe areas with data center development and 
neighborhoods with nearby data centers. Two of  these site visits were led by stakeholder groups with 
extensive participation in local zoning processes and studies of  data centers. JLARC visited eight 
neighborhoods close to operational data centers or data centers in various stages of  development. At 
all but one of  those locations, JLARC staff  spoke with residents about their perspectives on the data 
centers. Additionally, JLARC visited a commonly used trail adjacent to a data center and visited land 
within Manassas National Battlefield next to property rezoned for a data center.  

Data center inventories  
JLARC staff  developed an inventory of  the operational data centers in Virginia. This inventory was 
used to map the presence of  the industry in Virginia. The inventory was based on data provided by 
DEQ listing data center sites with active air emissions permits (which all Virginia data centers have 
for their diesel generators). This data was as of  August 2024. Staff  used the address field in this data 
to search county real estate assessment records, using these records to (i) confirm the address was 
associated with a data center and (ii) identify the size of  the site (in terms of  acres), the number of  
buildings on the site, when they were built, and their size (in terms of  square feet). In a few instances, 
county records did not list the size of  the building. In these instances, JLARC staff  estimated the size 
of  the building(s) on the site based on the total capacity (megawatts) of  the generators permitted by 
DEQ.  

Staff  cross-referenced this information where possible, using publicly available information from data 
center company websites, the Existing and Proposed Data Centers map developed by the Piedmont 
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Environmental Council, and other websites that track the data center industry, such as Datacenter-
Hawk. From this cross-referencing, JLARC staff  identified a few sites that appeared to be data centers 
but were not associated with a DEQ permit. In these instances, JLARC staff  estimated the capacity 
of  the site (megawatts) based on the size of  the building(s) listed on the site’s real estate assessment 
record.  

JLARC staff  also developed a list of  data center sites currently under construction, planned, or pro-
posed in Virginia. This information was used to assess where data center growth is expected to occur 
in the state. To develop this inventory, staff  monitored media articles announcing new and proposed 
data center development, such as those published by Data Center Dynamics and local news outlets. 
Staff  also identified information about proposed data center sites by reviewing local data center-re-
lated zoning and permitting requests.  

Data collection and analysis  

Local data center tax revenue  
JLARC staff  calculated the proportion of  local revenue that comes from data centers by collecting 
data center tax revenue from localities and comparing it to their total local revenue reported in the 
Auditor of  Public Accounts’ Comparative Report of  Local Government Revenues and Expenditures 
for FY23. 

Data center generator permit, emissions, and violations data 
DEQ provided JLARC staff  air permit data for Virginia data centers (who were identified by DEQ), 
including data center permitted generator numbers and energy capacities, maximum allowed annual 
emissions, and actual emissions from 2015–2023. Additionally, JLARC staff  used DEQ annual point 
source emission data, enforcement action data (including notices or violations and any charges as-
sessed), and National Emissions Inventory data for Northern Virginia in 2017 and 2020. 

JLARC staff  created summary statistics of  data center permit information (such as generator numbers 
and maximum allowed emission) and actual emissions and examined trends across time, regions, and 
localities. Using a map generated through JLARC’s data center inventory, JLARC staff  also examined 
clusters of  data centers and cumulative local emissions from data centers. 

To understand how data center emissions compare to other industries and contribute to overall emis-
sions, JLARC staff  compared data center emission and violation data to that of  other Virginia air 
permit holder groups from 2015–2023. Additionally, JLARC staff  estimated the current and potential 
portion of  Northern Virginia air emissions resulting from data centers using 2020 National Emissions 
Inventory data. 

Data center water use 
JLARC staff  received 2023 data center water usage information from water utilities serving Fairfax, 
Henrico, Loudoun, Mecklenburg, and Prince William counties as well as the town of  Wise. Usage was 
typically reported for anonymous, individual data center buildings. However, one utility shared com-
bined data for all of  their data centers buildings, and one shared all water meter data for data center 
companies but did not combine use by building. (Some data centers have multiple water lines.) Reclaim 
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water use amounts were identified in the data. Two utilities shared annual usage data; three shared 
monthly usage data; and one shared daily usage data. Five utilities were able to share some amount of  
information related to data center water use trends since 2019 or later. All utilities shared their total 
annual customer base water usage for 2023. 

JLARC staff  used this data to calculate individual and cumulative data center water usage amounts, 
including the portion of  a local utility’s water that goes to data centers. JLARC also examined data 
center water usage seasonal trends and trends in recent years. JLARC analyzed data center water usage 
relative to other industries and water users in Virginia based on DEQ’s 2023 Annual Water Resources 
reports; non-agricultural, non-public utility withdrawal data shared by DEQ; and the U.S. Energy In-
formation Administration’s 2012 Commercial Buildings Energy Consumption Survey water use sta-
tistics. 

Land conversion due to data centers 
JLARC estimates of  land conversion due to data centers are based on data center development land 
area summary statistics calculated in JLARC’s data center inventory. These land area amounts were 
compared to statewide and locality natural land losses recorded in the U.S. Department of  Agricul-
ture’s 2022 Census of  Agriculture state-level data and the federal Multi-Resolution Land Characteris-
tics Consortium’s National Land Cover Database Enhanced Visualization and Analysis tool. 

Proximity of data centers to residential zones 
JLARC staff  analyzed the distance between operational Virginia data center sites and residential zon-
ing. This analysis was limited to eight localities that account for the vast majority (93 percent) of  data 
center sites in the state. JLARC measured the distance between each operational data center site and 
the nearest residential zoning using the interactive maps on localities’ websites. This measurement 
indicates the distance between property lines, but the distance between data center buildings and 
homes is greater because data center buildings tend to be located away from the property line. JLARC 
staff  captured the smallest distance to residential zoning across the multiple parcels that comprise a 
single data center site. JLARC focused on residential zoning because the zoning classification reflects 
uses of  a property permissible under current local ordinances. However, this approach sometimes 
overstates the distance between a data center site and residences in situations where land is zoned resi-
dential but contains no homes. The reverse is also true; this approach sometimes understates the dis-
tance between data center sites and residences in situations where land contains homes but is not 
zoned residential. JLARC summarized the proportion of  data center sites very close to residential 
zoning (defined as within 200 feet, which is approximately half  the length of  a football field) and 
somewhat close to residential zoning (defined as within 500 feet, which is approximately 1 ½ times 
the length of  a football field) (Table B-1).  

JLARC also analyzed the change over time in the proportion of  data center sites near residential zon-
ing. For each data center site in the analysis, JLARC identified whether the site existed in 2015 using 
annual DEQ data about air emission permits, which Virginia data center sites have for their diesel 
generators. For the group of  data center sites with any generators reported to DEQ in 2015, JLARC 
calculated the proportion within 200 and 500 feet of  residential zoning. JLARC then compared those 
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proportions to the proportions of  all data center sites within those specified distances to examine 
whether data center proximity to residential zoning has increased over time. 

TABLE B-1 
Proportion of data center sites near residential zoning varies by Virginia locality 

Locality 

Proportion of data center sites within 
specified distance of residential zoning  Total data  

center sites 200 feet 500 feet 
Loudoun 24% 34% 71 
Prince William 21% 21% 24 
Fairfax 55% 70% 20 
Henrico 38% 38% 8 
Chesterfield, Culpeper, Fauquier, Virginia Beach a 25% 38% 8 
Total 29% 37% 131 

SOURCE: JLARC analysis of localities’ interactive map websites and JLARC inventory of operational data centers. 
NOTE: Six data center sites were excluded from the analysis because data on proximity to residential zoning was not available or reliable. 
a These four localities are combined because the number of data center sites in each locality is very small. 

Document and research literature review  
JLARC staff  reviewed numerous documents and literature pertaining to data centers, such as: 

• Virginia state laws, regulations, and policies relevant to energy, natural and historic re-
sources, land use, and noise;  

• studies, reports, data, and other information on data center market size and forecasting 
data center industry growth;  

• reports, presentations, and regulatory filings from Dominion Energy, electric cooperatives, 
and the PJM regional transmission organization, including those related to energy load, 
load forecasts, and transmission, generation, and distribution projects;  

• research literature and stakeholder reports on natural and historic resources; data center 
backup power and cooling technologies; and data center, other land use, and technology 
impacts on natural and historic resources;  

• federal, state, and local government reports, assessments, webpages, and other documents 
on natural and historic resources, data center, other land use, and technology impacts on 
these resources, land use best practices; 

• local comprehensive plans, ordinances, and policies relevant to land use and noise;  
• local government presentations and reports relating to data centers including documents 

prepared by staff, consultants, and workgroups;  
• summaries of  local approaches to data center regulation and recommended practices;  
• documents and journal articles describing the science of  sound waves, sound modeling 

processes, ways to reduce sound levels, and government approaches to regulating sound; 
and  

• local, national, and international news media coverage of  the data center industry.  
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Review of local ordinances and specific data center requests 
JLARC staff  conducted an in-depth examination of  the way nine localities in Virginia govern data 
centers. The review included localities with the most existing data centers in Virginia (Loudoun, Prince 
William, Fairfax, Henrico, Mecklenburg), as well as several localities that have recently approved their 
first data centers (Caroline, Fauquier, Stafford, Warrenton). JLARC staff  searched for ordinances spe-
cific to data centers, as well as other ordinances applicable to data centers due to their location or use 
category. The review focused on local rules regarding density (e.g., height, lot coverage), architecture 
(e.g., building materials), site layout (e.g., building setbacks), landscaping, and equipment screening. 
When specific to data centers, local rules related to environmental, water use or cooling systems, and 
electricity infrastructure were also identified.  

Additionally, JLARC reviewed staff  reports for 19 specific data center requests to local elected offi-
cials. These reports provided elected officials with information about requests for rezonings, special 
permits, and exceptions to local ordinances. JLARC staff  reviewed reports from Caroline, Fairfax 
Henrico, Loudoun, and Prince William counties and the town of  Warrenton. The purpose of  review-
ing these staff  reports included learning about the types of  potential positive and negative impacts 
from data centers, the types of  conditions beyond minimum requirements that developers committed 
to, the standards against which local staff  evaluated data centers, the frequency of  data center devel-
opment that was not by right, and the alignment between staff  recommendations and the decision of  
elected officials. 
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Appendix C: Agency responses  

As part of  an extensive validation process, the state agencies and other entities that are subject to a 
JLARC assessment are given the opportunity to comment on an exposure draft of  the report. JLARC 
staff  sent relevant portions of  the exposure draft to the State Corporation Commission (SCC), Vir-
ginia Economic Development Partnership (VEDP), Virginia Department of  Environmental Quality, 
Virginia Department of  Historic Resources, Dominion Energy, Northern Virginia Electric Coopera-
tive, and Rappahannock Electric Cooperative.  

Appropriate corrections resulting from technical and substantive comments are incorporated in this 
version of  the report. This appendix includes response letters from SCC and VEDP.     
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Mr. Hal E. Greer, Director
Joint Legislative Audit and Review Commission (JLARC) 
919 East Main Street, Suite 2101
Richmond, VA 23219

Dear Mr. Greer:

The State Corporation Commission appreciates the opportunity to review the draft of relevant 
portions1 of the JLARC report, Data Centers in Virginia provided to Staff on November 13, 2024. 
The Commission Staff provided its high level feedback to JLARC Staff during a meeting held on 
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Mr. Hal E. Greer, Director 
Joint Legislative Audit & Review Commission 
919 East Main Street, Suite 2101 
Richmond, VA 23219 
 

 
Re: VEDP response to the draft JLARC report, Data Centers in Virginia 
 
Dear Mr. Greer:  
 
Thank you for providing an opportunity for us to review relevant sections of chapters 1, 2 and 7 
of the Joint Legislative Audit & Review Commission’s (JLARC’s) draft report, Data Centers in 
Virginia. 
 
The content we reviewed provides a helpful overview of the data center industry and its 
importance to the Commonwealth. As the report highlights, data centers are key hubs of the 
world's digital infrastructure, and their concentration in Virginia has helped establish the 
Commonwealth as a global tech hub. We particularly appreciate your meticulous survey of the 
data center industry’s presence in Virginia, which accounts for over 63 million square feet of 
data center space across 150 sites and directly employs more than 8,000 people, in addition to 
supporting tens of thousands of additional jobs. 

 
Since your last comprehensive review of the industry in 2019, the geographic distribution of 
data centers across Virginia has changed considerably. Although many of the legacy assets 
are still concentrated in Northern Virginia, the industry has become an important opportunity for 
the entire Commonwealth. This expansion, particularly into rural areas, has been facilitated by 
technologies such as Artificial Intelligence, which are less constrained by latency requirements 
compared to other applications. Reflecting this trend, seven localities that previously lacked 
data centers have either approved new campuses or have pending applications, including 
several rural and "distressed" areas. VEDP’s current project pipeline suggests that the spread 
of data centers across more localities is expected to continue, provided that Virginia continues 
to offer a competitive sales and use tax exemption. 
 
Your report also demonstrates the significant and far-reaching impact of the data center 
industry. Notably, the analysis estimates that the data center industry supports an impressive 
74,000 jobs, $5.5 billion in labor income, and $9.1 billion in Virginia GDP overall to the state 
economy annually. In particular, we appreciate that your report shines a spotlight on the 
significant knock-on effects of the industry that extend to virtually every corner of the 
Commonwealth. 
 
VEDP strongly agrees with the report’s finding that the sales and use tax exemption has been 
an important part of the industry’s growth and continues to drive site selection and expansion 
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decisions. VEDP has responsibility for administering, in cooperation with the Department of 
Taxation, this important program on behalf of the Commonwealth and is pleased to see that 
new data collected by VEDP is serving to strengthen transparency. Your analysis adeptly 
leverages this data to demonstrate the significant state and local tax revenues generated by 
the industry. 
 
This valuable report comes at a critical juncture for the data center industry. Coming on the 
heels of significant growth in recent years, the industry is expected to see continued, strong 
growth driven by demand for digital services and the emergence of new technologies, like 
Artificial Intelligence. These trends raise important questions about the implications of this 
growth. 
 
Your report underlines various considerations that legislators will need to balance as they think 
about the future of the state’s support for the data center industry. You correctly point out that 
sustaining the growth of the industry and its critical contribution to Virginia’s economy will 
require action on the current 2035 sunset of the data center sales and use tax exemption. 
Allowing the existing exemption to sunset would result in development shifting to competing 
markets, and those effects are likely already beginning to be felt given the long timeframes the 
industry uses to analyze their investments. 
 
Nonetheless, VEDP recognizes that balancing competing interests may prompt legislators to 
seek out a new paradigm for support that navigates a challenging middle ground. The report is 
helpful in providing a number of different policy options for them to consider. In the context of 
thinking about these different options, we strongly agree with the report’s warning that saddling 
an incentive program with competing policy priorities is not sound economic development 
practice. Furthermore, VEDP would caution against any action that could constitute a legal or 
moral failure to deliver on commitments to companies that have chosen to invest in Virginia 
and have entered into performance agreements or memoranda of understanding with the 
Commonwealth. This could expose the Commonwealth to legal risks and seriously undermine 
our credibility with prospective investors in the future. 
 
As always, we appreciate the professionalism and engagement of JLARC staff during the 
project and compliment your team on its insightful analysis and reporting. 

 
 
 
Sincerely, 

 
Jason El Koubi 
President & CEO 
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Appendix D: Economic impact modeling of the data center 
industry 
Weldon Cooper Center staff  conducted economic impact analyses of  Virginia’s data center industry 
using IMPLAN (IMpact analysis for PLANning) software. IMPLAN has been used in many economic 
impact studies and is one of  the most common tools used in economic impact analysis. Models here 
were built using 2022 IMPLAN Pro data released in November 2023 that utilizes a 546-sector IM-
PLAN sector scheme (IMPLAN® model. n.d.). Tables were customized for Virginia and two of  its 
regions using the software. 

Input-output analysis using the model produces industry-specific multipliers that indicate how eco-
nomic activity in one sector of  the economy affects the overall state or regional economy. For this 
study, we were interested in how changes in the data center industry affect the state and regional 
economy. Outcome variables examined include total employment, state GDP, and labor income.  

For estimating the impact of  the industry net of  the state data center exemption, the opportunity cost 
of  state funds was accounted for by increasing government spending, equivalent to the exemption 
amount.   

Analysis included customization of IMPLAN sector for data centers to better 
reflect nature of the industry  
Tracking the size and growth of  the data center industry is challenging because of  the absence of  a 
specific industrial classification in government statistics. Data center activity often appears merged 
with the primary business operations of  their parent firms, making their identification difficulti.  

The North American Industrial Classification System (NAICS) code 518210—Data Processing, Host-
ing, and Related Services—is typically used as a proxy for data centers, but this approach introduces 
what is usually referred to as “aggregation bias,” as this category encompasses various unrelated ac-
tivities that have a far higher representation in the sector than only data centers. For instance, an 
analysis of  Virginia’s 2016 employment data for that sector (518210) reveals that only 15 percent of  
the total employment in the sector was data center employment, with other data centers, cloud com-
puting, and cybersecurity-related support services making up perhaps 2–5 percent more. Indeed, most 
employment in this sector involves other IT services, such as document scanning and software devel-
opment, particularly in federal IT contracting in Northern Virginia. (See Data Centers and Manufacturing 
Incentives, JLARC 2019).  

Data center employment is also dispersed across other industries. An examination showed that only 
41 percent of  data center jobs were classified under data processing, hosting, and related services. 
Significant portions were found in sectors like “wired telecommunications carriers” (30 percent), “tel-
ecommunications resellers” (10 percent), and “all other telecommunications carriers” (4 percent). This 
analysis excluded many enterprise data centers and colocated firms, whose employment is often re-
ported under other business functions, further complicating efforts to track the industry accurately.  

The IMPLAN sector for data centers that corresponds to the 518210 NAICS code for data centers is 
“436 - Data processing, hosting, and related services.” However, using this sector introduces signifi-
cant bias, as data centers represent only a small portion of  its total activity. More importantly, the 



Appendixes 

 
110 

expenditure patterns of  this IMPLAN sector do not reflect the specific characteristics of  data center 
operations. Because of  this, there is a substantial mismatch between the commodity demand and 
value-added characteristics of  the IMPLAN sector 436 and what we know of  data center expenditure 
patterns. For instance, in 2020, IMPLAN data showed that less than 1 percent of  gross output is spent 
on “electricity transmission and distribution” (0.68 percent) and water, sewage, and other systems 
(0.02 percent) even though data center industry reports estimate that electricity alone accounts for 40 
percent of  data center operating expendituresii. Data center representatives also estimated energy ac-
counts for about 40 percent of  their operating costs during structured interviews. Similarly, employee 
compensation is overestimated in the IMPLAN model, accounting for 24 percent of  output compared 
with 15 percent in industry-specific studies. This may lead to an inflation of  induced economic impacts 
by overstating the income distributed to households.  

In income distribution, little is known about other aspects of  data center value added that are im-
portant for estimating activity impact, such as profit generation, distribution, and taxes paid. Indeed, 
data centers have the potential to contribute to local economies through tax payments, which are then 
reinvested via local government spending. However, IMPLAN’s tax estimation methodology is quite 
generic and may not accurately reflect county- and state-level tax structures and exemptions. There-
fore, modeling alternative tax scenarios with more realistic assumptions can help better estimate the 
local economic impacts of  data centers. 

The reliance on conventional and standardized IMPLAN sectors, particularly when key inputs are 
significantly misrepresented, leads to biased results in economic impact studies. Best practices in eco-
nomic analysis suggest customizing expenditure patterns to more accurately reflect the unique char-
acteristics of  data center operations. Therefore, the expenditure patterns for IMPLAN sector 436 
regarding electricity were increased to 40 percent and employee compensation was reduced to 15 per-
cent. Sensitivity analysis was performed to see how changing these percentages affected results. For 
operational impacts, for example, customizing the IMPLAN sector to include 40 percent of  electricity 
consumption lowers the employment multiplier for data center operations approximately 20 percent.  

Analysis includes two modeling phases 
This analysis was split into two phases, the construction phase (capital spending for initial develop-
ment of  the data center) and the operations phase (ongoing) to help policymakers better understand 
the industry’s short-term and long-term impacts. The construction phase corresponds to the initial 
years of  data center development and what must be put in place before a data center “works.” The 
operations phase accounts for the impact of  all the expenditures after the data center opens independ-
ent of  whether they are considered capital or operational expenditures in their budget.  

Construction phase 
Information collected by VEDP from data centers using the exemption was used to determine 
amounts of  capital spending by data centers to include in the analysis (Table D-1). The percentages 
of  spending by capital spending category are consistent with other researchiii. 
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TABLE D-1 
Initial capital spending of data centers using the exemption (by year) 

Year Land acquisition  
Building and site 
improvements  

Exempt equipment 
or software  Other  

2021 $865 M $3,927 M $14,333 M $940 M 
2022 1,030 2,264 9,614 1,615 
2023 1,689 5,309 16,009 1,002 

Total $3,585 M $11,501 M $39,957 M $3,557 M 

% 6.1% 19.6% 68.2% 6.1% 

SOURCE: VEDP.  

The VEDP data includes only data centers that benefited from the tax exemption. These data centers 
correspond to 92 percent of  the data center activity in Virginia, according to DEQ records and JLARC 
staff  analysis of  locality real estate records to obtain data center square footage. Statewide, 8 percent 
of  data centers were not included in those numbers. By region, it is estimated that only 5.45 percent 
of  the data centers in Northern Virginia are nonexempt (94.55 percent are exempt) and 21 percent in 
other regions of  Virginia are nonexempt. Capital spending was increased to account for the nonex-
empt data centers, and this new amount was assumed to be the direct impact of  the industry (Table 
D-2).  

TABLE D-2 
Initial capital spending of data centers using the exemption (by region) 

Year Land acquisition  
Building and site 
improvements  

Exempt equipment 
or software  Other  

Northern Virginia $3,316 M $10,638 M $36,955 M $3,290 M 

Other regions 632 2,027 7,041 627 

Virginia total $3,948 M $12,664 M $43,997 M $3,917 M 

SOURCE: Weldon Cooper Center.  

However, not all of  this spending affects Virginia’s economy, and a critical assumption of  economic 
impact analysis is the share of  capital expenditures that are generated locally. Land acquisition is not 
traditionally included in impact models since this represents a monetary flow or transfer of  funds that 
will not necessarily translate into a shock in local production. The acquisition of  computer and related 
IT equipment is not necessarily done locally, so it should be assumed that part of  this equipment 
comes from outside the region. This is even more true as we examine smaller geographical areas that 
might not include the entities associated with wholesale, transportation, and production of  this type 
of  equipment. Only building and site improvements (construction) should be included as local pro-
duction. To estimate the indirect impacts, the model included 100 percent of  the building and site 
improvements as construction (specifically IMPLAN industry sector “51 – construction of  new man-
ufacturing structures”) and 25 percent of  the exempt equipment and software expenditures.  

The assumptions described above were used to generate indirect and induced impacts of  data center 
capital investment in Virginia, according to average annual capital investment between FY21 and FY23 
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(Table D-3). Impact estimates were also produced for Northern Virginia and other regions of  the 
state. Analysis of  the results indicates that most of  the impacts are construction-related (for example 
80 percent of  the direct employment is construction-related) rather than from manufacturing and 
installation of  IT equipment.  

TABLE D-3 
Impacts of initial capital investment in Virginia and by region, annual average FY21–FY23 

Impact Employment Labor income Virginia GDP Total output 

Statewide     

Direct 35,110 $2,646.6 M  $3,342.1 M  $7,887.7 M 
Indirect 9,945 843.8  1,504.2  2,806.8  
Induced 13,992 791.9  1,570.9 2,596.8  

Total 59,047 $4,282.4 M  $6,417.2 M  $13,291.3 M 

Northern Virginia 

Direct 27,703 $2,368.5 M $2,957.6 M $6,625.6 M 

Indirect 5,577 585.4   1,30.1 1,733.3 

Induced 7,510 490.3  963.7 1,488.2 

Total 40,790 $3,444.2 M  $4,951.4 M $9,847.0 M 

Other regions of the state    

Direct 5,761 $406.5 M $517.0 M $1,262.5 M 

Indirect 1,584 116.6 212.5  418.0 

Induced 2,106 107.3 219.6  373.4 

Total 9,451 $630.4 M $949.2 M $2,053.9 M 

SOURCE: Weldon Cooper Center economic impact analysis using IMPLAN.  

The statewide results do not match the sum of  the results for Northern Virginia and other regions of  
Virginia because, for the sake of  simplicity, a multi-regional input-output model was not used. Data 
center investment in other regions of  the state affects Northern Virginia, and vice versa, but they are 
not accounted for because the model accounts for the impacts in one region only.   

Operation phase  
As explained above, to accurately describe the impacts of  the ongoing operation, the model was cus-
tomized to include a better perspective of  energy and labor costs. For this analysis, the model assumed 
that 40 percent of  operational expenditures are associated with electricity consumption, and that 15 
percent of  the industry spending was direct labor costs.  

Several adjustments were made to VEDP employment information collected from data centers. The 
employment information VEDP collected from data centers was used to estimate data center direct 
employment, statewide, in Northern Virginia, and in other Virginia regions. This number was adjusted 
in several ways. First, the employment number was reduced by half  because the VEDP information 
on employment tends to boost the number of  jobs as data centers can account for the jobs associated 
with contractors or the employees of  contractors in addition to data center employees. In input-output 
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terminology, this is an indirect impact of  the industry. Several data center representatives stated that 
50 percent of  their jobs were associated with third-party hiring and the other 50 percent with direct 
jobs. Because the jobs reported by VEDP were all full time (or full-time equivalents), a factor was 
applied to transform these jobs to full-time and part-time employment as required by the model. Like 
for capital spending, employment was increased to account for the nonexempt data centers. This new 
amount was assumed to be the direct impact of  the industry (Table D-4).  

TABLE D-4 
Model was adjusted to incorporate data center operating characteristics 

 Region Employment Labor income  Total output  

Northern Virginia 3,426 $357.4 M $2,382.7 M 
Other regions of Virginia 947 62.0 413.1 

Virginia statewide 4,373 $419.4 M $2,795.8 M 

SOURCE: Weldon Cooper.  

The results obtained for the impacts of  ongoing operation for Virginia are far less than the impacts 
of  capital spending (Table D-5). For example, total employment impacts from a year of  data center 
operations are estimated to be 14,817 jobs compared with total employment impacts of  59,047 jobs 
for a year of  initial capital spending.  

TABLE D-5 
Impacts of data center operations in Virginia and by region, annual average FY21–FY23 

Impact Employment Labor income Virginia GDP Total output 

Statewide     

Direct 4,373 $419.4 M $1,051.1 M $2,795.8 M 

Indirect 6,615 552.2 1,217.8 2,188.1 

Induced 3,830 216.8 430.2 711.1 

Total 14,817 $1,188.4 M $2,699.0 M $5,695.0 M 

Northern Virginia 

Direct 3,426  $357.4 M $956.2 M $2,382.8 M 

Indirect 4,333 441.8 963.9 1,552.5 

Induced 1,966 128.4 252.5 389.9 

Total 9,725 $927.6 M $2,172.5 M $4,325.1 M 

Other regions of the state    

Direct 947  $62.0 M $116.5 M $413.1 M 
Indirect 1,106 78.3 185.6 356.9 
Induced 556 28.3 58.0 98.6 

Total 2,609 $168.6 M $360.0 M $868.5 M 

SOURCE: Weldon Cooper Center economic impact analysis using IMPLAN.  



Appendixes 

 
114 

Data center industry impact 
Mostly because of  the impact associated with initial capital expenditures, data centers in Virginia gen-
erate 73,864 jobs per year, corresponding to almost $5,471 million of  labor income, $9,166 million of  
Virginia GDP, and an increase in output of  $18,986 million (Table D-6).  

TABLE D-6 
Summary of initial capital spending and operations impact statewide, annual average FY21–
FY23 

Impact Employment Labor income Virginia GDP  Total output 

Direct 39,483 $3,066 M $4,393 M $10,684 M 
Indirect 16,560 1,396 2,722 4,995 
Induced 17,822 1,009 2,001 3,308 

Total 73,864 $5,471 M $9,116 M $18,986 M 

SOURCE: Weldon Cooper Center economic impact analysis using IMPLAN.  

Another aspect is that the state government could also opt to spend the exemption money on alter-
native sources. The alternative scenario was modeled to estimate impacts if  the state would use the 
annual average exemption amount between FY21 and FY23 ($573 million per year) in alternative ex-
penditures (Table D-7). These impacts were used to determine the impact of  the industry accounting 
for the cost of  the exemption. Accounting for this alternative use of  the exemption amount (or op-
portunity cost), reduces additional jobs by about 5,000 (to 69,000 additional jobs on net) and reduces 
additional income and Virginia GDP by $0.4 billion and $0.5 billion, respectively, which are a small 
fraction of  their total impacts (Table D-6).  

TABLE D-7 
Impacts to the state if the exemption amount was used instead for alternative government 
expenditures, annual average FY21–FY23 

Impact Employment Labor income Virginia GDP Total output 

Direct 3,534 $277.4 M  $359.1 M  $448.0 M 
Indirect 403 27.7  48.3  88.5  
Induced 1,197 67.8  134.5  222.4  

 5,134 $372.9 M  $542.0 M $758.9 M  

SOURCE: Weldon Cooper Center economic impact analysis using IMPLAN.  

 
i Byrne, David, Carol Corrado, and Daniel E. Sichel. 2018. The rise of cloud computing: Minding your p's, q's and k's.  NBER Work-
ing Paper 25188. 
ii Day, Tim and Nam D. Pham. 2017. Data centers: Jobs and opportunities in communities nationwide. U.S. Chamber of Commerce Technology 
Engagement Center. 
iii Day, Tim and Nam D. Pham. 2017. Data centers: Jobs and opportunities in communities nationwide. U.S. Chamber of Commerce Technol-
ogy Engagement Center. 
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Appendix E: States with data center sales tax exemptions 

Most states either have a sales tax exemption for data centers (34) or do not have a sales tax (Figure 
E-1). All states bordering Virginia provide a sales tax exemption to data centers.  

FIGURE E-1 
Nearly all states offer a sales tax exemption for data centers (2024) 

 
SOURCE: State Tax Notes and JLARC staff review of state websites.  
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Appendix F: Energy infrastructure project impacts and 
regulation   
Construction of  new generation and transmission infrastructure can affect the communities and en-
vironments where they are built. The extent of  any impacts will vary substantially for generation and 
transmission projects. State and local governments regulate these projects, through review and ap-
proval processes. Regulatory processes seek to minimize negative impacts but do not necessarily avoid 
them altogether. Utilities can implement several grid enhancing technologies to help reduce the need 
for major new generation and transmission projects, but this does not eliminate the need for new 
projects. 

Construction of new generation and transmission infrastructure can have 
environmental impacts and is often opposed by local communities    
On the generation side, a significant portion of  new generation is expected to be solar, and solar 
facilities have large land demands that can have widespread impacts. For example, a modest 100 MW 
solar facility would require about 5,000 to 1,000 acres of  land in Viriginia. (The rule of  thumb is that 
five to 10 acres of  solar can generate up to 1 MW of  power.) Because of  the large land demands, most 
solar facilities are built in rural areas. Constructing solar facilities typically involves clearing forest land 
or converting agricultural land to this use, which can have several environmental impacts from habitat 
loss to affecting stormwater runoff.  

Some communities in rural Virginia have been increasingly opposed to new solar facilities, with several 
counties placing restrictions on solar development or outright denying projects. Community oppo-
nents site environmental concerns, impacts on local agriculture, and the effects of  solar facilities’ in-
dustrial appearance on the rural character of  their counties. Opponents also often assert that solar 
facilities do not offer significant economic or other benefits to their communities. 

The extent to which a solar project affects the environment and generates community opposition 
depends on the project. For example, a project that involves clearing 5,000 acres of  forest land with 
multiple streams would have a more substantial environmental impact than a project that is installed 
on 2,000 acres of  fallow pastureland. Similarly, a development located near a residential area or that is 
visible from the surrounding area could generate more community opposition than one that is hidden 
from view. 

On the transmission side, new transmission lines can fragment forest habitats, create water quality 
risks at stream and wetland crossings, and reduce scenic quality of  nearby historic and recreational 
resources. Communities are sometimes opposed to new or expanded transmission lines for these rea-
sons. Communities also sometimes oppose new transmission lines because of  their undesirable ap-
pearance, effect on the use of  private properties that are under or adjacent to the lines, effect on the 
value of  nearby properties, and health concerns.  

Similar to the generation side, the potential environmental and community impacts of  a transmission 
project can vary greatly from one project to the next. Generally, a “green field” project that involves 
acquisition of  new right-of-way and construction of  transmission lines where none currently exist is 
going to have the highest impact. A project where new lines are built in or adjacent to an existing 



Appendixes 

 
117 

transmission line will be less impactful, and a project where an existing line is “wrecked and rebuilt” 
would be the least impactful.    

State and local regulation is intended to minimize the impacts of new generation 
and transmission projects on communities and the environment 
Construction of major new generation and transmission facilities is regulated by the state to mini-
mize impacts. Many of these projects are approved by the SCC through a formal case process to de-
termine if a Certificate of Public Convenience and Necessity (CPCN) should be granted. The SCC 
considers several factors before approving a project and granting a CPCN. These factors include the 
potential impacts of the project on property owners, the environment, and cultural and historic re-
sources (Table F-1). While these impacts may not be completely avoided, the process encourages the 
selection of projects and options that best minimize impacts without placing large cost burdens on 
ratepayers.  

Smaller renewable generation projects (<150 MW) can be reviewed and approved by the Depart-
ment of Environmental Quality through a separate “Permit by Rule” process. While this is not a liti-
gated case process like an SCC approval, projects are reviewed to ensure they conform with the 
state’s requirements.  

Localities have some authority over generation projects and transmission and distribution substations 
but minimal authority over transmission lines. Generation facilities and substations are subject to the 
same types of  local zoning processes as other land uses. Local zoning ordinances specify which zoning 
districts allow them, whether they require a special permit from elected officials, and whether any 
design standards (such as landscaping) apply. Additionally, state law requires local reviews of  certain 
entities―including substations―before development to evaluate their alignment with the local com-
prehensive plan. For transmission lines, CPCN approval deems the transmission line to be in compli-
ance with local comprehensive plans and ordinances. In effect, this means localities do not have any 
direct authority over most transmission line project approvals or routes. (Although localities can play 
a role in approving 138 kilovolt transmission lines, which exist in a few parts of  the state.)  

Solar and similar projects are required to attempt to coordinate an agreement with their host locality. 
State law requires applicants for solar or energy storage projects to notify localities of  their intent to 
develop and to meet with the locality to negotiate a “siting agreement.” This siting agreement can 
include conditions such as mitigating negative impacts, and if  created, must receive a public hearing. 
However, there is no requirement for this process to culminate in a siting agreement. Failure to achieve 
a siting agreement does not prevent a developer from initiating the usual local zoning processes for 
new developments. 

Localities do not have approval authority over transmission line projects but can participate in SCC 
cases either as respondents or public witnesses. As a public witness, a locality can submit written 
comments, or local representatives can provide comments in person at commission hearings. As a 
respondent, a locality becomes a participant in the case and can take several additional actions, such 
as filing for discovery (e.g., to obtain copies of  utility analysis or documents supporting the application 
for a project), filing briefs, providing expert witnesses, and participating in cross examination of  
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witnesses (e.g., utility staff). No matter which approach is followed, the SCC is required to hear and 
weigh all evidence equally.  

TABLE F-1 
Criteria that the SCC must evaluate before approving a project and granting a CPCN 

Criteria that must be met 

• Is not against the public interest a 
• Will have no material adverse effect on system reliability 
• Will have no material adverse effect on rates 
• For transmission projects,  

a. the line is needed, b 
b. proposed method of installation is justified, b 
c. will avoid or minimize adverse impact on (a) scenic assets, (b) historic and cultural resources, (c) the 

environment, and (d) human health and safety, and 
d. why existing rights-of-way cannot adequately serve the need (presumably only applies when an 

expanded or new right-of-way acquisition is being requested as part of the project) 

Criteria that must be considered 

• Environmental impacts 
• Human health and safety impacts 
• Historical and cultural resource impacts 
• Economic impacts, including job creation 
• Improvement to service reliability 
• Environmental justice considerations 

Criteria that are considered, if requested  

• Conformance with local comprehensive plans (locality must request) c 
• Costs, economic benefits, and effect on construction timeline of undergrounding transmission lines (locality 

must request) 

SOURCE: The Code of Virginia § 2.2-235, § 56-265.2, § 56-580, and § 56-46.1. 
NOTE: SCC regulations provide additional information on what must be submitted to meet requirements and details what must be pro-
vided for transmission projects. SCC guidance also includes a planning and design attachment that provides detailed guidelines to appli-
cants on how to ensure facilities protect natural and historic resources. SCC guidance provides additional information on when a trans-
mission project requires a CPCN, based on specific characteristics. SCC guidance notes that certain transmission projects, such as 
reconductoring, do not require a CPCN. 
a This is a general criterion that can be interpreted as the cumulation of all the other criteria weighed against each other. The Code de-
clares some projects meet this goal—such as small renewable generation projects and projects in VCEA—and so do not require SCC to 
make a determination. 
b Based on applicant’s load flow modeling, contingency analysis, and presented reliability needs. 
c Localities are explicitly granted right to present evidence that shows existing corridors, as designated in the comprehensive plan, can 
serve the identified need. 

Localities also have three additional authorities under Code. First, localities can request that the SCC 
consider the costs, economic benefits, and effects on construction timelines of undergrounding 
transmission lines. Second, localities can establish transmission corridors in their comprehensive 
plans and provide evidence that new lines should be within those corridors, but it appears this latter 
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authority has been rarely (if ever) used. Third, localities can establish special tax districts that pay for 
the additional costs of undergrounding transmission lines, although it appears this authority has 
never been used. 

Some stakeholders have said that local governments should have more authority to determine trans-
mission routes and, especially, when transmission lines should be buried underground. While this 
would make transmission projects more responsive to local needs, undergrounding transmission 
lines is substantially more expensive and those added costs are currently spread across all utility rate-
payers. Any changes to give localities more authority to require undergrounding of transmission lines 
would need to be accompanied by a change in how costs are allocated to prevent local government 
decisions from affecting rates paid by customers who do not benefit from undergrounding projects. 

Utilities can use grid enhancing technologies to help reduce the need for new 
generation and transmission infrastructure 
Utilities use grid enhancing technologies (GETs), such as reconductoring existing transmission lines, 
to increase capacity of  the transmission system and more effectively use existing generation. For ex-
ample, Dominion reports that it uses advanced conductors for all its 230 kV reconductor and new 
build projects, which can increase line capacity by 50 percent. Dominion reported adding or replacing 
800 miles of  line with advanced conductors as of  the end of  2023. Dominion also reports deploying 
and piloting several other GETs to improve system stability and efficiency. Utilities have an economic 
incentive to deploy GETs so that they can provide enough transmission capacity to serve fast-growing 
demand.    

SCC staff indicated that, before approving a new transmission line project, they consider whether a 
quicker and lower-cost approach, such as reconductoring, could be used instead. Staff make this de-
termination by looking at the project proposal, the state need, and whether reconductoring will ad-
dress the need. SCC staff carry out their own power flow studies and verify thermal issues, voltage 
issues, and generator deliverability (if applicable).  
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Appendix G: Virginia Clean Economy Act   
The Virginia Clean Economy Act (VCEA) was enacted in 2020 and was intended to drive investment 
in renewable resources and phase out carbon-emitting generation in the state by 2050. VCEA was 
passed when energy demand in Virginia was projected to remain relatively flat. Now that demand is 
growing, largely because of  data centers, it will be more challenging to meet these goals than originally 
contemplated. 

The main way VCEA intends to decarbonize generation is by requiring an increasing share of  energy 
sold by Dominion and APCO to come from renewable sources. The share of  generation from renew-
ables—the Renewable Portfolio Standard (RPS) requirement—increases each year until it reaches 100 
percent (Table G-1). The utilities can meet the RPS requirement by directly building and claiming 
credit for new renewable generation facilities (mainly solar and wind) and entering into power pur-
chasing agreements with third parties that operate renewable facilities. Utilities receive Renewable En-
ergy Certificates (RECs) for energy from these sources, which are then credited toward their RPS 
requirement. Utilities can also purchase RECs from the PJM market and use purchased RECs to offset 
energy produced through carbon generation. Starting in 2025, 75 percent of  Dominion’s RECs must 
be from in-state generation sources. VCEA financially penalizes utilities that do not comply with in-
state renewables requirements by levying deficiency payments, but in practice utilities may choose to 
pay those deficiency payments if  it is more economical or feasible than securing new renewable gen-
eration. The cost of  deficiency payments is recovered from utility customers. VCEA sets aside nuclear 
power as a third category of  generation, which in effect can be used to reduce the total amount of  
renewable energy required. 

TABLE G-1 
VCEA requires growing share of energy sold in Virginia to come from renewable generation 
sources, with full decarbonization by 2050 

 
Percentage of total power sold required to come  

from renewables (excluding nuclear) 
 Dominion APCO 
2021 (year one) 14% 6% 
2025 26 14 
2030 41 30 
2035 59 45 
2040 79 65 
2045 100 80 
2050 - 100% 

SOURCE: The Code of Virginia § 56-585.5. 
NOTE: Percentages are the RPS program requirements for selected years; statute sets a percentage for every year. Nuclear power is ex-
cluded from the RPS calculation. For example, if one-third of Dominion power is nuclear, then the RPS percentage applies only to the 
remaining two-thirds of power that is not nuclear. Renewable energy is credited toward meeting RPS requirements through the pur-
chase and retirement of Renewable Energy Certificates (RECs). RECs can be used to offset carbon emissions.  
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The VCEA’s RPS requirements, and their associated REC requirements, do not apply to electric co-
operatives (co-ops). This has significant implications because a majority of  future energy demand 
growth is expected to occur in the co-ops’ service territories, where many new data center campuses 
are expected to be built. (This is based on JLARC’s consultant forecasts, and is corroborated with 
utility forecasts, utility construction and service agreements, and JLARC staff ’s review of  data center 
projects that are actively under development). Unlike Dominion and APCO, state law allows co-ops 
to secure energy to meet their growing demand from non-renewable and out-of-state generation 
sources.  

VCEA directs the Virginia Air Pollution Control Board to develop regulations to gradually reduce 
carbon emissions. VCEA states the board “may establish, implement, and manage an auction pro-
gram” or “utilize an existing multistate trading system” to achieve this purpose. Initially the state en-
tered into the Regional Greenhouse Gas Initiative (RGGI) to reduce carbon emissions. The state has 
since withdrawn from RGGI, although the legality of  that withdrawal is being challenged in court. A 
recent state circuit court decision ruled that the regulatory actions the state took to remove Virginia 
from RGGI were unlawful, but this decision could be appealed to a higher court. 

Finally, VCEA requires carbon-emitting generation in Virginia owned by Dominion and APCO to be 
retired by 2045. However, VCEA allows these utilities to continue operating carbon-emitting genera-
tion plants in Virginia past 2045 if  taking the plant off-line “would threaten the reliability or security 
of  electric service to customers.” Utility decisions to keep plants operating past 2045 must be approved 
by SCC.  

VCEA also has a presumption against the SCC approving new carbon-emitting generation plants, 
which applies to investor-owned utilities and co-ops. However, new carbon-emitting plants can be 
built if  SCC determines they are needed to address threats to the reliability or security of  electric 
service to the utility’s customers.  
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Appendix H: Grid modeling generation capacity and energy 
source results   
JLARC staff  commissioned Energy + Environmental Economics (E3) to develop an independent 
grid model and project the future generation and transmission infrastructure that would be needed to 
meet three different demand scenarios. For each of  the demand scenarios, the model considered the 
most feasible and economical approaches to meeting infrastructure needs with and without the re-
quirements of  the Virginia Clean Economy Act (VCEA). 

• Scenario 1: unconstrained demand, with and without VCEA. E3 also modeled variations 
where unconstrained demand and VCEA requirements could be met by using high levels 
of  nuclear and renewable generation or by better regional coordination across PJM (not 
shown in this report).  

• Scenario 2: half  of  unconstrained demand, with and without VCEA. 
• Scenario 3: no new data center demand, with and without VCEA.  

This appendix provides E3’s grid modeling Virginia-level results for the (a) in-state generation capacity 
that would be needed to meet each demand scenario, by type of  generation source and (b) the amount 
of  energy that would be used from each type of  generation source. Generation capacity is given in 
megawatts (MW) of  nameplate capacity that would be needed, which can be significantly higher than 
the firm amount of  capacity available from a resource. For example, Virginia solar facilities produce 
around 25 percent of  nameplate capacity. Generation energy is given in annual tera-watt hours (TWh) 
of  energy used. E3’s grid model assumes natural gas plants would be converted to hydrogen fuel in 
each scenario when VCEA compliance is assumed, starting in 2045. The model assumes that new 
nuclear generation will not be available until 2035. For additional discussion of  E3’s grid modeling 
methodology, see Appendix B. 

Results begin on next page. 
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FIGURE H-1 
Generation capacity required 2025 to 2050 

 
SOURCE: E3 grid modeling analysis.  
NOTE: Capacity shown is nameplate capacity. 



Appendixes 

 
124 

 

TABLE H-1 
Generation capacity required 2025 to 2050, Scenario 1: Unconstrained demand (MW) 

No VCEA 

Resource 2025 2030 2035 2040 2045 2050 

Gas CCGT         6,141          9,391        15,891        25,149        25,937        25,937  

Gas peaker       10,499        10,499        10,499        10,499        10,499        10,499  

Oil peaker           813            813            813            813            813            813  

Biomass           765            765            765            765            765            765  

Coal         3,230          3,230          3,230          3,230          3,230          3,230  

Nuclear         3,708          3,708          3,708          6,388          8,532        13,356  

Hydro           929            929            929            929            929            929  

Solar         7,596          8,673        13,939        27,503        33,880        33,880  

Offshore/onshore wind              -            5,580          8,656          8,756          8,856          8,956  

Battery storage           116          1,608          3,835          3,835          4,008          4,008  

Pumped storage         3,241          3,241          3,241          3,241          3,241          3,241  

Demand response         1,354          1,354          1,354          1,354          1,354          1,354  

Total      38,393       49,792       66,861       92,462     102,043     106,967  

VCEA 

Resource 2025 2030 2035 2040 2045 2050 

Gas CCGT         6,141          9,391        15,891        19,945        19,945        19,945  

Gas peaker       10,499        10,499        10,499        11,976        11,342        10,863  

Oil peaker           813            813            813            813            316               -    

Biomass           765            765            765            765              15               -    

Coal         3,230          3,230          3,230          3,230            630               -    

Nuclear         3,708          3,708          3,708          6,388          8,532        13,356  

Hydro           929            929            929            929            929            929  

Solar         7,596          8,673        13,939        29,622        53,880        53,880  

Offshore/onshore wind              -            5,580          8,656          8,756          9,216          9,316  

Battery storage           116          1,667          4,014          7,645        13,511        13,511  

Pumped storage         3,241          3,241          3,241          3,241          3,241          3,241  

Demand response         1,354          1,354          1,354          1,354          1,354          1,354  

Total      38,393       49,851       67,040       94,665     122,911     126,394  

SOURCE: E3 grid modeling analysis.  
NOTE: Capacity shown is nameplate capacity.  
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TABLE H-2 
Generation capacity required 2025 to 2050, Scenario 2: Half of unconstrained demand (MW) 

No VCEA 

Resource 2025 2030 2035 2040 2045 2050 

Gas CCGT         6,141          9,391        14,626        18,021        18,021        18,605  

Gas peaker       10,499        10,499        10,499        10,499        10,499        10,499  

Oil peaker           813            813            813            813            813            813  

Biomass           765            765            765            765            765            765  

Coal         3,230          3,230          3,230          3,230          3,230          3,230  

Nuclear         3,708          3,708          3,708          6,388          8,532          9,119  

Hydro           929            929            929            929            929            929  

Solar         7,596          8,673        13,939        17,340        27,589        27,589  

Offshore/onshore wind              -            2,940          6,016          6,116          6,216          6,316  

Battery storage           116            494            494            892          3,375          3,375  

Pumped storage         3,241          3,241          3,241          3,241          3,241          3,241  

Demand response         1,354          1,354          1,354          1,354          1,354          1,354  

Total      38,393       46,038       59,615       69,589       84,565       85,835  

VCEA 

Resource 2025 2030 2035 2040 2045 2050 

Gas CCGT         6,141          9,391        12,856        12,856        12,856        12,856  

Gas Peaker       10,499        10,499        10,499        13,709        15,013        14,534  

Oil Peaker           813            813            813            813            316               -    

Biomass           765            765            765            765              15               -    

Coal         3,230          3,230          3,230          3,230            630               -    

Nuclear         3,708          3,708          3,708          6,388          8,532        11,854  

Hydro           929            929            929            929            929            929  

Solar         7,596          8,673        13,939        17,883        33,880        33,880  

Offshore/onshore Wind              -            2,940          8,576          8,676          8,776          8,876  

Battery Storage           116            878          3,216          3,231          5,590          5,590  

Pumped Storage         3,241          3,241          3,241          3,241          3,241          3,241  

Demand Response         1,354          1,354          1,354          1,354          1,354          1,354  

Total      38,393       46,422       63,126       73,075       91,132       93,114  

SOURCE: E3 grid modeling analysis.  
NOTE: Capacity shown is nameplate capacity. 
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TABLE H-3 
Generation capacity required 2025 to 2050, Scenario 3: No new data center demand (MW) 

No VCEA 

Resource 2025 2030 2035 2040 2045 2050 

Gas CCGT         6,042          6,042          6,759          7,728          8,016          8,642  

Gas peaker       10,499        10,499        10,499        10,499        10,499        10,499  

Oil peaker           813            813            813            813            813            813  

Biomass           765            765            765            765            765            765  

Coal         3,230          3,230          3,230          3,230          3,230          3,230  

Nuclear         3,708          3,708          3,708          3,708          3,708          3,708  

Hydro           929            929            929            929            929            929  

Solar         7,596          8,673        13,939        17,733        22,340        22,340  

Offshore/onshore wind              -            2,940          6,016          6,116          6,216          6,316  

Battery storage           116            116            116            609          3,583          3,583  

Pumped storage         3,241          3,241          3,241          3,241          3,241          3,241  

Demand response         1,354          1,354          1,354          1,354          1,354          1,354  

Total      38,293       42,310       51,369       56,725       64,695       65,421  

VCEA 

Resource 2025 2030 2035 2040 2045 2050 

Gas CCGT         6,042          6,042          6,042          6,042          6,042          6,042  

Gas peaker       10,499        10,499        10,499        10,499          9,865          9,386  

Oil peaker           813            813            813            813            316               -    

Biomass           765            765            765            765              15               -    

Coal         3,230          3,230          3,230          3,230            630               -    

Nuclear         3,708          3,708          3,708          3,708          8,532          8,532  

Hydro           929            929            929            929            929            929  

Solar         7,596          8,673        11,092        17,783        24,669        24,669  

Offshore/onshore wind              -            2,940          8,576          8,676          8,776          8,876  

Battery storage           116            116          3,216          3,216          4,313          4,313  

Pumped storage         3,241          3,241          3,241          3,241          3,241          3,241  

Demand response         1,354          1,354          1,354          1,354          1,354          1,354  

Total      38,293       42,310       53,465       60,256       68,682       67,341  

SOURCE: E3 grid modeling analysis.  
NOTE: Capacity shown is nameplate capacity. 
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FIGURE H-2 
Energy sources 2025 to 2050 

 
SOURCE: E3 grid modeling analysis.  

  



Appendixes 

 
128 

TABLE H-4 
Energy sources 2025 to 2050, Scenario 1: Unconstrained demand (TWh) 

No VCEA 

Resource 2025 2030 2035 2040 2045 2050 
Gas CCGT             31              40              65              96              98              96  
Gas peaker             14              20              27              23              21              16  
Oil peaker              -                 -                 -                 -                 -                 -    
Biomass               3                3                3                3                3                3  
Coal             18              19              26              24              22              21  
Nuclear             32              32              32              56              74            116  
Hydro               3                3                3                3                3                3  
Solar             13              14              25              52              66              66  
Offshore/onshore wind              -                21              32              32              32              33  
Battery storage              (0)              (0)              (0)              (0)              (1)              (1) 
Pumped storage              (0)              (0)              (0)              (0)              (0)              (0) 
DR               0                0                0                0                0                0  
Net Imports             50              77              97            112            105              90  
Total           163            230            309            401            423            442  

VCEA 

Resource 2025 2030 2035 2040 2045 2050 
Gas CCGT             31              40              65              77              16                8  
Gas peaker             14              20              27              27                1               -    
Oil peaker              -                 -                 -                 -                 -                 -    
Biomass               3                3                3                3                0               -    
Coal             18              19              26              24                2               -    
Nuclear             32              32              32              56              73            114  
Hydro               3                3                3                3                3                3  
Solar             13              14              25              57            105            106  
Offshore/onshore wind              -                21              32              32              33              33  
Battery storage              (0)              (0)              (0)              (1)              (2)              (1) 
Pumped storage              (0)              (0)              (0)              (1)              (3)              (3) 
DR               0                0                0                0                0                0  
Net imports             50              77              97            123            194            183  
Total           163            230            309            401            423            442  

SOURCE: E3 grid modeling analysis.  
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TABLE H-5 
Energy sources 2025 to 2050, Scenario 2: Half of unconstrained demand (TWh) 

No VCEA 

Resource 2025 2030 2035 2040 2045 2050 
Gas CCGT             30              37              55              66              64              67  
Gas peaker             13              14              15              13                7              11  
Oil peaker              -                 -                 -                 -                 -                 -    
Biomass               3                3                3                3                3                3  
Coal             17              18              23              22              19              20  
Nuclear             32              32              32              56              74              79  
Hydro               3                3                3                3                3                3  
Solar             13              14              25              32              53              53  
Offshore/onshore wind              -                11              22              22              23              23  
Battery storage              (0)              (0)              (0)              (0)              (1)              (1) 
Pumped storage              (0)              (0)              (0)              (0)              (1)              (1) 
DR               0                0                0                0                0                0  
Net imports             44              57              54              67              56              56  
Total           154            189            232            284            300            314  

VCEA 

Resource 2025 2030 2035 2040 2045 2050 
Gas CCGT             30              37              48              47                4                2  
Gas peaker             13              14              15              22                1               -    
Oil peaker              -                 -                 -                 -                 -                 -    
Biomass               3                3                3                3                0               -    
Coal             17              18              23              22                3               -    
Nuclear             32              32              32              56              73            101  
Hydro               3                3                3                3                3                3  
Solar             13              14              25              33              66              66  
Offshore/onshore wind              -                11              32              32              32              32  
Battery storage              (0)              (0)              (0)              (0)              (1)              (1) 
Pumped storage              (0)              (0)              (0)              (0)              (1)              (1) 
DR               0                0                0                0                0                0  
Net imports             44              58              53              68            123            112  
Total           154            189            232            284            300            314  

SOURCE: E3 grid modeling analysis.  
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TABLE H-6 
Energy sources 2025 to 2050, Scenario 3: No new data center demand (TWh) 

No VCEA 

Resource 2025 2030 2035 2040 2045 2050 
Gas CCGT             29              23              23              26              26              30  
Gas peaker             11              10                9              10                7                8  
Oil peaker              -                 -                 -                 -                 -                 -    
Biomass               3                3                3                3                3                3  
Coal             16              14              16              19              18              18  
Nuclear             32              32              32              32              32              32  
Hydro               3                3                3                3                3                3  
Solar             13              14              25              33              43              43  
Offshore/onshore wind              -                11              22              22              22              22  
Battery storage              -                 (0)              (0)              (0)              (1)              (1) 
Pumped storage              (0)              (0)              (0)              (0)              (1)              (1) 
DR               0                0                0                0                0                0  
Net imports             38              38              23              21              24              24  
Total           145            149            156            167            176            182  

VCEA 

Resource 2025 2030 2035 2040 2045 2050 
Gas CCGT             29              23              21              20                0                0  
Gas peaker             11              10              11              10                0                0  
Oil peaker              -                 -                 -                 -                 -                 -    
Biomass               3                3                3                3                0               -    
Coal             16              14              17              18                2               -    
Nuclear             32              32              32              32              71              72  
Hydro               3                3                3                3                3                3  
Solar             13              14              19              33              47              47  
Offshore/onshore wind              -                11              32              32              32              32  
Battery storage              -                 (0)              (0)              (0)              (1)              (1) 
Pumped storage              (0)              (0)              (0)              (0)              (1)              (1) 
DR               0                0                0                0                0                0  
Net imports             38              38              19              19              23              29  
Total           145            149            156            167            176            182  

SOURCE: E3 grid modeling analysis.  
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Appendix I: Data center on-site generation  
Instead of relying on utilities, many data center companies are looking at ways to generate their own 
power using on-site power generation. On-site generation can take a variety of forms, including util-
ity-owned generation on or adjacent to a data center site, “behind the meter” generation that is 
owned by the data center, or a “microgrid” where the site operates its own generation and may not 
be connected to the larger grid. Of the current technologies available, only natural gas appears viable 
for on-site generation, and it can be deployed only close to pipeline infrastructure that has sufficient 
capacity to serve generation needs. Other technologies, such as small modular nuclear reactors, are 
being actively pursued by the industry as a potential future power source, but most stakeholders be-
lieve these will not realistically be available until 2035.  

On-site generation is most likely to be used at new data center sites, where they can be incorporated 
into the site design. It appears unlikely existing sites, especially those that are fully built out, could be 
switched to on-site generation because of space constraints and financial considerations. Addition-
ally, data center companies may have regulatory and public relation challenges trying to place some 
technologies, such as nuclear reactors, in suburban localities like Loudoun and Prince William.   

On-site generation could help solve data center companies’ power problems, but they may not sub-
stantially reduce generation and transmission infrastructure needs. Several data center companies in-
dicated that they were pursuing on-site generation as a primary power source but planned to rely on 
the main grid for backup. Because electric utilities have an obligation to serve all customers in their 
service territory, they would still need to build the infrastructure necessary to provide power to these 
sites, even if they are only serving in a backup capacity.  

On-site generation could also shift new infrastructure costs to other customers, because infrastruc-
ture costs are recaptured through utility billings, and a data center using an on-site generation would 
not be regularly billed for services. It is possible that utilities could reach agreements with data center 
companies to provide reduced or non-firm levels of service if only serving in a backup capacity, 
which would reduce the need for additional utility infrastructure and cost impacts on other custom-
ers. However, it is not clear whether data centers would enter into such agreements. State law could 
be changed to address the potential issue of stranded costs from data centers that use on-site genera-
tion, but as of today, this is not occurring and only one data center site in Virginia appears to actively 
rely on on-site generation for a substantial share of its energy needs.  
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Appendix J: Power usage effectiveness (PUE) ratios 
The efficiency of  cooling and other building systems in data centers is commonly measured using a 
Power Usage Effectiveness (PUE) ratio. For example, a PUE of  1.3 indicates that 1.0 of  energy is 
used for computing activity, and 0.3 is used for all other building systems. A PUE of  1.0 would indicate 
perfect efficiency, where all energy is used for computing activity, and none is used for any other 
purpose. Importantly, PUE does not measure how energy efficient a data center’s computing is, be-
cause energy used for computing is always set equal to 1.0. Consequently, a lower PUE does not 
indicate if  a data center is energy efficient as a whole. PUE only measures the efficiency of  cooling 
and other building systems that support facility operations. 

The data center industry has a strong market incentive to be energy efficient because energy is one of  
data centers’ largest operating costs. Data centers regularly upgrade their computing equipment to take 
advantage of  newer, more powerful and energy-efficient computer chips. Computer chips’ perfor-
mance per watt has improved annually for decades. Data centers have also made big efficiency gains 
with their building systems. As recently as 10 years ago, PUEs of  1.9 or above were common across 
smaller enterprise and colocation data centers. With the consolidation of  the industry into large 
hyperscale facilities, large companies now report fleetwide average PUEs of  1.1 to 1.4. However, some 
companies may continue to have less efficient building systems because there are also strong market 
incentives to avoid changes that could disrupt operations, such as installing more efficient cooling 
systems. 

At least one European country, Germany, has passed legislation requiring data centers to achieve lower 
PUE in the near future (1.2 to 1.3, depending on when the data center was constructed), and similar 
legislation has been proposed in Virginia. A PUE requirement could have two unintended conse-
quences: (1) it could encourage more water use by the industry, because water-dependent cooling uses 
less energy, and could make it harder for companies that use dry cooling systems to comply, and (2) 
companies that operate colocation data centers may be less able to comply because they do not control 
operational decisions that can affect PUE calculations, such as how much computing space tenants 
use. A PUE requirement for existing data centers would also create fairness issues, because companies 
that have chosen to use cooling systems that are more water efficient but less energy efficient may be 
unable to comply with the requirement, solely based on the type of  cooling they chose before a PUE 
requirement was established. 
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Appendix K: Additional natural resource considerations 

Additional concerns about data center operations’ impacts on natural resources, including their 
wastewater discharges, disposal of  electronic waste, and diesel fuel carbon footprint, have also been 
raised. While significant adverse impacts to Virginia’s natural resources may not occur from these, an 
environmental management standard, such as ISO 14001, could encourage data centers to reduce their 
impacts where possible. (See Chapter 5 for more information on environmental management stand-
ards.) 

Because of existing regulations, data center wastewater discharges do not appear 
to pose ecological harms 
Data centers that use water in their cooling systems typically discharge only a small portion of  it, but 
when discharges do occur, the discharges may contain relatively large concentrations of  salts, other 
dissolved solids, and chemical additives. Some stakeholders expressed concern that data centers 
and/or wastewater treatment plants do not filter out the salts and any other chemicals before discharg-
ing the water to a Virginia surface water source, contributing to the degradation of  water quality.  

Federal and state wastewater regulations appear to protect against these risks. DEQ requires permits 
for wastewater discharges from utilities and other large dischargers. These permits set limitations on 
the contents of  discharges and require water quality monitoring to ensure that discharges do not de-
grade water sources. Some data centers have their own discharge permits, but most send their dis-
charges to a wastewater utility. In either case, the permit holder must ensure any wastewater is appro-
priately treated before discharging it into a water source. If  a wastewater utility is not capable of  
adequately treating discharge from a data center customer, the utility can require the data center to 
pretreat its discharges.  

Some stakeholders were concerned that existing wastewater regulations were not sufficient to protect 
water resources, but any potential shortcomings would be true for other development types, so data 
center-specific standards are not necessary. However, a certification to ISO 14001, which requires 
companies to meet all environmental regulations, may encourage additional voluntary commitments 
from data centers to reduce any wastewater impacts. 

Electronic waste faces little regulation, but existing practices divert some servers 
from landfills 
Data centers are packed full of  thousands of  servers, and these servers are replaced every three to five 
years. Servers can contain rare and toxic materials. The process to procure these materials for use in 
servers can be environmentally harmful, as can improper disposal of  the toxic materials. The reuse or 
recycling of  servers and server parts can minimize environmental impacts.  

Data centers, like other businesses, are not required by federal or state law to reuse or recycle electronic 
waste, but existing practices divert some servers from Virginia landfills. Many data center companies 
have sustainability goals related to electronic waste, including reusing, recycling, or donating old serv-
ers or old server parts. Additionally, not all local waste management services and landfills in Virginia 
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accept commercial waste and/or electronic waste, which would force data centers to seek other alter-
natives to dispose of  their old servers.  

Requiring data centers to meet an environmental management standard, such as ISO 14001, would 
require data centers to consider any environmental impacts caused by their waste generation. This 
could complement existing practices and discourage disposal of  data center servers in Virginia land-
fills, if, and where, it does occur. 

Few data centers currently use diesel fuel alternatives because of supply 
limitations 
Use of  diesel fuel—the fuel commonly found in data centers’ backup generators—leads to greenhouse 
gas emissions. Data center operators are interested in expanding the data center industry’s use of  
alternative fuels, such as hydrotreated vegetable oil (HVO), to lower data centers’ carbon footprints. 
These alternatives can be used in most existing diesel generators. However, while these fuel alternatives 
are available for and used by data centers in Europe and California, the East Coast does not have a 
supply chain for these fuels. This makes it more expensive and logistically challenging for Virginia data 
centers to use these fuel alternatives. 

Some data center companies are making efforts to expand the use of  alternative fuels. For instance, 
some have requested DEQ permit approval to use HVO in their generators—as DEQ approval of  
fuel choice is needed as part of  emission regulations—and the industry has reached out to the Virginia 
Economic Development Partnership about exploring ways to attract the fuel alternative industry to 
Virginia to increase local availability. While a requirement to use a fuel alternative may not currently 
be feasible, an ISO 14001 requirement could further encourage industry efforts to review and seek 
opportunities to limit their carbon footprints where possible. 



Appendixes 

 
135 

Appendix L: Data center planning and zoning changes in 
Fairfax, Loudoun, and Prince William  
In recent years, the three Virginia localities with the most data centers have revised their approaches 
to regulating the industry and initiated studies to consider additional changes. Sites in Loudoun, Prince 
William, and Fairfax account for 80 percent of  data centers in the state. Since 2019, all three localities 
have adopted changes to their ordinances or other policies relating to data centers. For example, all 
three localities added minimum requirements for data centers to their zoning ordinances. Additionally, 
all three localities began official studies of  their data center policies, with Loudoun and Prince William 
planning votes in 2026 by their boards of  supervisors in response to study findings. Table L-1 sum-
marizes key changes by Fairfax, Loudoun, and Prince William related to data center planning and 
zoning processes since 2019. 

TABLE L-1 
Fairfax, Loudoun, and Prince William have updated data center policies since 2019 

Locality Planning and zoning actions 
Fairfax Comprehensive zoning update with changes specific to data centers (effective 7/1/2021) 

• Recognized data centers as distinct use instead of being considered a type of telecommunica-
tions facility 

• Prohibited data centers in residential and certain commercial zones; requires special permit in 
certain commercial and industrial zones if exceeds specified size 

• Established county’s first design standard specific to data centers: requiring enclosure of equip-
ment in certain zones 
 

Data center study (initiated 5/9/23) 
• Process included public meetings and stakeholder interviews 
• Produced two staff reports and a consultant report 

 
Zoning changes (effective 9/11/24)  
Board of Supervisors considered study’s recommendations and implemented several rules to better 
manage data center development 

• Prohibited data centers in additional zone; converted several zones from allowing data centers 
by right to allowing by special permit; expanded requirement for special permit if exceeding 
specified size to another industrial zone 

• Required 200 feet between data center building and residential property; required 300 feet (or 
a building) between equipment and residential property 

• Required 1 mile between data center and Metro station 
• Required sound studies at two stages of new projects  
• Required several architectural standards (e.g., façade differentiation) of by right development, 

with more flexibility but the same goals for special permit developments 
Loudoun 
 

Rewrite of comprehensive plan (adopted 6/20/2019) 
Items for priority future action included performance standards for data centers 
 
Series of meetings about data center policies by legislative committee (2022) 
Initiated to review county staff research and develop process for considering changes to data center policies 
 
Comprehensive zoning update includes changes specific to data centers (effective 12/13/2023) a 
Goal to align zoning ordinances relevant to data centers with comprehensive plan  
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SOURCE: JLARC review of local ordinances, review of planning and zoning department documents, and interviews with local staff. 
NOTE: Table describes significant changes since 2019 and is not a summary of current ordinances. Table focuses on planning and zoning 
processes and excludes changes to economic development and tax policy. Table excludes requirements limited to particular projects 
(e.g., rezoning commitments). “Special permit” is used for consistency, but the terminology for this process depends on the locality.  
a Updates do not apply to certain parts of the county, which are administered under an older zoning ordinance.  

• Converted two zones from allowing data centers by right to allowing by special permit; permit-
ted data center in an additional industrial zone 

• Expanded applicability of data center standards (e.g., façade architecture, screening of mechan-
ical equipment) from four zones to all locations  

• Created standards for data centers regardless of location including windows, main entrance 
features, loading bay location, and proactive sound measuring 

• Created standards for data centers adjacent to residential areas including separation of me-
chanical equipment, minimum 200-foot setback between buildings and property border, park-
ing setbacks, time limits on generator testing, and acoustic barriers around mechanical equip-
ment 
 

Study of potential changes to comprehensive plan and zoning ordinances for data centers and substa-
tions (initiated 2/6/2024) 

• First phase focusing on appropriate locations for data centers per the comprehensive plan and 
zoning ordinance, expected to conclude early 2025 

• Second phase to focus on policies and zoning ordinances to implement data center standards 
(e.g., aesthetics, natural resources), expected to conclude 2026 

Prince  
William 

Additional standards required in data center overlay district (adopted 6/18/2019) 
• Created requirements for data centers in the data center overlay district, including for building fa-

çade and fence design, screening mechanical equipment and substations near residential areas and 
certain roads, and buffer yards of data centers near residential areas 

• To encourage data center development in the overlay, increased density allowed by right within the 
overlay 

• Adjusted borders of data center overlay on map 
 
Comprehensive review of data center overlay (initiated 3/2/2021) 

• Scope included zoning ordinance, comprehensive plan, and other formal county policies 
• Products included reports by county’s economic development office and two consultants regarding 

data center industry trends, appropriate land in Prince William, and recommended standards for 
development 

• Process included public meetings and stakeholder interviews 
 
Data center ordinance advisory workgroup (created 2/28/2023)  
Responsible for continuing review of county’s data center policies. Draft timeline includes Board of Supervi-
sors vote on noise ordinance amendments in spring 2025 and vote on policy changes relevant to other topics 
later in 2025. 
 
Expanded noise ordinance applicability to data centers (adopted 2/28/2023) 

• Limited exemption for nighttime cooling systems to residential homes 
• Originally planned to sunset in a year but extended to provide time to “assess the noise impacts as-

sociated with data centers” 
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